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Exercises 10, 30.3.2007

Problem 1.

Consider a mixture model

p(yil6. ) ZA N (yil g, 07)

and L;; = 1 exactly when y; is generated by the mixture component j. Otherwise
L;; = 0. We denote \; = p(L;; = 1) at all observations i. The parameter vector 6 is

(1,08, 12,03 ...
i) Show that

ply. L|0, ) = H T MN@ilw. o)

Jj=li:Lij=1

Hint: use the product rule on p(y, L|6, \).

ii) Compute the full conditional posteriors

p(0ly, L) o< p(yl0, L)p(0|L)

and
p(Lly,0)

that are needed to implement the Gibbs sampler. Assume that the variances 0]2 are known.

Problem 2.

Consider the two-mixture model given in the lectures. Data isi.i.d. distributed as p(y;|0, \) =
M N (yi|p, 02) + AaN(yi|pa, 02), where the variance o2 is known. Here we have written
0 = {1, pro, 02} and A = {A, Ay} for the parameters of the model. Also, it holds that
A1 + Ay = 1. Define variables L;,, so that L;,, = 1 when the data point y; is generated by
the m:th mixture component, and L;,, = 0 otherwise.

Compute the Newton-Rhapson update (i, new = tm — (logp)’/(log p)” for maximizing the
log-likelihood log p(y|0, ). When computing the derivatives, use the simplifying approxi-
mation of regarding p(L;, = 1|0, y;) as constant with respect to fi,.

Problem 3.

In the lecture notes, the following function was seen to be a lower bound for the quantity
that we want to maximize in the EM algorithm:

F(q,a) = E,(logp(s,aly)) — E,(log q(s))



This is maximized alternatingly with respect to the distribution ¢(s) and the parameters
a. Show that

F(q,a) = —D(qllp(s|a, y)) + log p(aly)

where D(+||) is the Kullback-Leibler divergence between two distributions. Describe what
happens at each maximization step. Show that the EM algorithm guarantees that the
posterior p(aly) does not decrease. Above, s denotes the latent variables, ¢(s) is the
distribution of s, a denotes the parameters of the model, and y is the data.

Problem 4. (demo)

In the E-step of the EM algorithm, F'(¢, a) is maximized by choosing the distribution ¢(s)
to equal p(s|ag,y). (Here ag denotes the current guess of the parameters). In the Normal
mixture model, the function F'(g,a) can be shown to be

F(g,a) = > [log N(yiltm, L) + 10g Am] Tim

where )\, is the mixture proportion (the weight of the m:th mixture component) and
Tim — p(Lzm - 1‘@0, y2>

Derive the M-step for updating A, and p,,.



