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Tomas Östman, Juha Karhunen, Erkki Oja . . . . . . . . . . . . . . . . . .

3.1 Bayesian modeling and variational learning . . . . . . . . . . . . . . . . . . 70

3.2 Theoretical improvements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.3 Building blocks for variational Bayesian learning . . . . . . . . . . . . . . . 75

3.4 Nonlinear static and dynamic blind source separation . . . . . . . . . . . . . 76

3.5 Hierarchical modeling of variances . . . . . . . . . . . . . . . . . . . . . . . 80

3.6 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

3



4

4 Computational neuroscience 87

Aapo Hyvärinen, Patrik Hoyer, Jarmo Hurri, Mika Inki . . . . . . . . . . .

4.1 The statistical structure of natural images and visual representation . . . . 88

5 Analysis of independent components in biomedical signals 93
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Preface

The Laboratory of Computer and Information Science (CIS, informaatiotek-
niikan laboratorio) is one of the research and teaching units of the Department of
Computer Science and Engineering at Helsinki University of Technology. The laboratory
has its roots in the Electronics Laboratory, established in the 1960’s by Professor Teuvo
Kohonen. For more than 30 years, the research in the laboratory has concentrated on
neurocomputing, especially associative memories, self-organization, and adaptive signal
and image processing, as well as on their applications on pattern recognition.

The Neural Networks Research Centre (NNRC, neuroverkkojen tutkimus-
yksikkö) was established by Professor Kohonen in 1994 as a separate research unit with
its own funding and own administrative position. It was selected as one of the first
national Centers of Excellence in research in 1995. The Academy of Finland extended its
Center of Excellence status for the years 2000 to 2005 under the research proposal “New
Information Processing Principles”. This status also implies financial resources from the
Academy, Tekes, and HUT, which are gratefully acknowledged.

The Neural Networks Research Centre operates within the Laboratory of Computer
and Information Science, coordinating the major part of its research activities. It is not
possible to separate the personnels of these two units, as the teaching staff of the LCIS
also participate in some research project of the NNRC. Professor Erkki Oja is presently
the director of NNRC, with Professor Olli Simula the vice-director, and Professor Juha
Karhunen participating in its research projects. In addition, 18 post-doctoral researchers,
34 graduate students, and a number of undergraduate students are working in the NNRC
projects.

Professor Heikki Mannila joined the CIS laboratory in 1999. He is partner and vice-
director of the From Data to Knowledge research unit (FDK, Datasta tietoon
- tutkimusyksikkö), a joint effort between Helsinki University of Technology and the
University of Helsinki. Also this research group was selected as a national Center of
Excellence from the beginning of 2002. Although the Neural Networks Research Centre
and the From Data to Knowledge research unit are financially separate and stem from
different research traditions, there is an overlap in the research directions and projects
between these two Centers of Excellence. This overlap has already produced fruitful joint
research which is expected to increase in the future.

The present report covers the activities during the years 2002 and 2003. Basically, the
report is divided in two parts. In the first part, the research of the NNRC is reviewed.
In the second part, those projects of the FDK research unit are reviewed, that pertain to
the research activities in the CIS laboratory. The main reason for this separation is that
the present booklet also serves as the official report of the NNRC to its sponsors, and it
is important to clearly distinguish exactly what work has been done under those finances.

The earlier status of the NNRC, up to the end of 2001, was thoroughly explained in
the triennial reports 1994 - 1996 and 1997 - 1999 as well as the biennial report 2000 - 2001.
The web pages of the laboratory, http://www.cis.hut.fi/ also contain up-to-date texts.
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To briefly list the main numerical achievements of the period 2002 - 2003, the labora-
tory produced 8 D.Sc. (Eng.) degrees, 2 Lic.Tech. degrees, and 33 M.Sc. (Eng.) degrees.
The number of scientific publications appearing during the period was 229, of which 59
were journal papers. Compared to the previous two-year period 2000 - 2001, the number
of doctoral degrees increased by 2, the number of publications by 35, and the number of
journal papers by 21. It can be also seen that the impact of our research is clearly increas-
ing, measured by the citation numbers to our previously published papers and books, as
well as the number of users of our public domain software packages.

A large number of talks, some of them plenary and invited, were given by our staff in
the major conferences in our research field. We had several foreign visitors participating
in our research, and our own researchers made visits to universities and research institutes
abroad. The research staff were active in international organizations, editorial boards of
journals, and conference committees. During the reporting period, Professor Erkki Oja
was President of the European Neural Network Society. Also, some prices and honours,
both national and international, were granted to members of our staff.

Erkki Oja Olli Simula Heikki Mannila

Academy Professor Professor Professor
Director, Director, Vice Director,
Neural Networks Laboratory of Computer From Data to Knowledge
Research Centre and Information Science Research Unit
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• Program Committee Member, 13th Int. Conf. on Artificial Neural Networks,
ICANN’03, Istanbul, Turkey, June 26-29, 2003.

Professor Heikki Mannila:

• Editor-in-Chief, Data Mining and Knowledge Discovery (USA).
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• Associate Editor, ACM Transactions on Internet Technology (USA).

• Action Editor, Journal of Machine Learning Research (USA).

• Area Editor, IEEE Transactions on Knowledge and Data Engineering (USA).

• Member of PKDD Steering Committee.

• Member of ACM SIGKDD Curriculum Committee 2003–.

• Member of Technical Advisory Board, Verity Inc.

• Plenary talk, ”Global structure from sequences.” IEEE Int. Conf. on Data Mining
(ICDM 2003), Melbourne, Fl., USA, 2003.

• Co-Chairman:
Sixth European Symposium on Principles of Data Mining and Knowledge Discovery
(PKDD 2002), Helsinki, Finland
Machine Learning: ECML 2002 - 12th European Conference on Machine Learning,
Helsinki, Finland.

• Program Co-Chairman, Second SIAM Int. Conf. on Data Mining 2002, San Fran-
cisco, CA, USA.

• Program Committee Member:
IEEE Int. Conf. on Data Mining (ICDM 2002 ), Macbashi, Japan
29th Int. Colloquium on Automata, Languages and Programming - ICALP 2002,
Malaga, Spain
Discovery Science 2002, Lübeck, Germany
Eighth SIGKDD Conference on Data Mining and Knowledge Discovery (KDD’02),
Edmonton, Canada
Int. Conf. on Database Theory (ICDT 2003), Siena, Italy
ACM Symposium on Management of Data (SIGMOD 2003), San Diego, CA, USA
IEEE Int. Conf. on Data Mining (ICDM 2003), Melbourne, Florida, USA
Int. Conf. on Machine Learning (ICML 2003), Washington, D.C., USA
15th Int. Conf. on Scientific and Statistical Database Management (SSDBM 03),
Cambridge, MA, USA.

Professor Jaakko Hollmén:

• Member of the Management Board in the Knowledge Discovery Network of Excel-
lence (KDNet) supported by EU Project No. IST-2001-33086.

• Member of the Management Board of the research project ”Smart information sys-
tem for waste treatment (iWaste)” in the STREAMS Technology project funded by
TEKES.

• Invited talk ”Data analysis of 0-1 data by combining frequent sets and mixture
models.” Teoriapäevad Pedasel (Theoretical computer science days), Pedase, Esto-
nia, Oct. 3-5, 2003.

• Invited talk ”Bioinformatics – something for the computer scientists?” Nordic Uni-
versity Computer Club Conference (NUCCC 2003), Espoo, Finland, March 28-30,
2003.
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• Invited talk ”Analysis of microarray data: current research and future challenges.”
Microarray data analysis developers’ days. CSC – Scientific Computing, Espoo,
Finland, May 26-27, 2003.

• Invited talk ”Analysis of microarray data.” Graduate school on microarrays, Helsinki
Biomedical Graduate School, Helsinki, Finland, May 19-21, 2003.

• Invited talk ”Beyond clustering: case studies and possibilities in gene expression
data analysis.” Microarray Bioinformatics Seminar, The Joint Bioinformatics Lab.
of Turku Centre for Computer Science and Turku Centre for Biotechnology, Turku,
Finland, May 6-7, 2003.

• Program Committee Member, Workshop on Self-Organizing Maps, WSOM’03, Hi-
bikino, Japan, Sept. 11-14, 2003.

Professor Timo Honkela

• International Federation on Information Processing (IFIP), TC12 (Artificial Intelli-
gence), Representative of Finland.

• Expert for Research Programme on Proactive Computing, Academy of Finland and
French Ministry of Research, member of evaluation panel, 2002.

• Project Evaluator for the Sixth Framework Programme of EU Commission, 2003.

• Invited talk ”Visual data and text mining for medical education, research and prac-
tice.” Karolinska University, Stockholm, Sweden, 22nd of April, 2003.

• Invited talk ”Emergence of implicit and explicit categories: cognitive models based
on self-organizing maps and independent component analysis.” Int. Conf. on Learn-
ing and Concept Formation, Lund University, Sweden, 14th of June, 2003.

Dr. Aapo Hyvärinen:

• Editor-in-Charge, International Journal of Neural Systems (Singapore).

• Plenary talk ”Extensions of ICA as models of natural images and visual processing.”
Int. Symposium on Independent Component Analysis and Blind Source Separation,
Nara, Japan, April 1-4, 2003.

• Invited talk ”Activity bubbles and natural image sequences.” Int. Conf. on
Knowledge-Based Intelligent Information and Engineering Systems (KES2002),
Crema, Italy, Sept. 16-18, 2002.

• Program Committee Member:
Int. Conf. on Neural Information Processing, Singapore, Nov. 18-22, 2002
European Conference on Machine Learning, Helsinki, Finland, Aug. 19-23, 2002
Int. Workshop on Generative-Model-Based Vision, Copenhagen, Denmark, June 2,
2002.

Dr. Jukka Iivarinen:

• Session Chairman and Program Committee Member, 10th Finnish Artificial Intelli-
gence Conf., Oulu, Finland, Sept. 16-17, 2002.
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• Session Chairman, 7th Int. Conf. on Control, Automation, Robotics and Vision.
Singapore, Dec. 3-6, 2002

• Program Committee Member, 13th Scandinavian Conf. on Image Analysis,
Göteborg, Sweden, June 29 - July 2, 2003.

Dr. Samuel Kaski:

• Editorial Board Member:
International Journal of Neural Systems (Singapore)
Intelligent Data Analysis (The Netherlands).

• Member of the Machine Learning for Signal Processing Technical Committee of the
IEEE Signal Processing Society, USA (2003-).

• Invited talk ”Discriminative clustering: vector quantization in learning metrics.”
26th Annual Conf. of the Gesellschaft für Klassifikation (GfKl) July 22-24, 2002,
Mannheim, Germany.

• Plenary talk ”Learning metrics.” 3rd Conf. of the International Society for Ecological
Informatics (ISEI), Rome, Italy, Aug. 26-30, 2002.

• Invited talk ”Learning metrics.” New Trends in Intelligent Information Processing
and Web Mining, Zakopane, Poland, June 2-5, 2003.

• Invited talk ”Discriminative clustering.” 54th Session of the International Statistical
Institute (ISI), Berlin, Germany, Aug. 13-20, 2003.

• Plenary talk ”Exploration of gene expression.” Workshop on Self-Organizing Maps
(WSOM’03), Kitakyushu, Japan, Sept. 11-14, 2003.

• Program Chairman and Session Chairman, 10th Finnish Artificial Intelligence Conf.,
Oulu, Finland, Sept. 16-17, 2002.

• Session Chairman and Program Committee Member:
9th Int. Conf. on Neural Information Processing (ICONIP’02), Singapore, Nov. 18-
22, 2002
Workshop on Self-Organizing Maps, WSOM’03, Hibikino, Japan, Sept. 11-14, 2003.

• Program Committee Member:
Int. Symposium on Intelligent Data Engineering and Automated Learning (IDEAL’02),
Manchester, U.K., Aug. 12-14, 2002
Int. Conf. on Data Warehousing and Knowledge Discovery (DaWaK’02), Aix-en-
Provence, France, Sept. 4-6, 2002
IASTED Int. Symposium on Artificial Intelligence and Applications, Innsbruck, Aus-
tria, Feb. 18-21, 2002
6th European Conf. on Principles and Practice of Knowledge Discovery in Databases,
Helsinki, Finland, Aug. 19-23, 2002
Fourth Int. Conf. on Intelligent Data Engineering and Automated Learning
(IDEAL’03), March 21-23, 2003, Hong Kong
5th Int. Conf. on Data Warehousing and Knowledge Discovery, DaWaK 2003, Sept.
3-5, 2003, Prague, Czech Republic
7th European Conf. on Principles and Practice of Knowledge Discovery in Databases
(PKDD), Dubrovnik, Croatia, Sept. 22-26, 2003
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IIPWM’03, New Trends in Intelligent Information Processing and Web Mining, Za-
kopane, Poland, June 2-5, 2003
WI 2003, the 2003 IEEE/WIC Int. Conf. on Web Intelligence, Beijing, China, Oct.
13-17, 2003
2003 IEEE Int. Workshop on Neural Networks for Signal Processing, Toulouse,
France, Sept. 17-19, 2003.

Dr. Miki Sirola:

• Technical Committee on Modelling and Simulation 2000–2003. Member.

• Technical Committee on Intelligent Systems and Control 2002–2005. Member.

• Session Chairman:
Int. Conf. on Knowledge-Based Intelligent Information & Engineering Systems
(KES’2003), Oxford, U.K., Sept. 3-5, 2003
IEEE Int. Workshop on Intelligent Data Acquisition and Advanced Computing Sys-
tems: Technology and Applications (IDAACS’2003), Lviv, Ukraine, Sept. 8-10, 2003.

• Program Committee Member:
Int. Conf. on Modelling, Identification and Control, Innsbruck, Austria, Feb. 18-21,
2002
Int. Conf. on Modelling and Simulation, Marina del Ray, Calif., USA, May 13-15,
2002
Int. Conf. on Applied Simulation and Modelling, Crete, Greece, June 25-28, 2002
Int. Conf. on Modelling, Identification and Control, Innsbruck, Austria, Feb. 10-13,
2003
Int. Conf. on Modelling and Simulation, Palm Springs, USA, Feb. 24-26, 2003
Int. Conf. on Intelligent Systems and Control, Salzburg, Austria, June 25-27, 2003
Int. Conf. on Applied Simulation and Modelling, Marbella, Spain, Sept. 3-5, 2003.
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Important domestic positions of trust held by researchers of the unit

Academy Professor Erkki Oja:

• Finnish Academy of Science and Letters. Group of mathematics and computer
science, vice chairman.

• Opponent at the doctoral dissertation of
Ville Kyrki, Lappeenranta University of Technology, 2002
Topi Mäenpää, University of Oulu, 2003.

• Evaluator in filling the academic chairs of professors:
computer science, University of Helsinki, 2002
biomedical engineering, University of Oulu, 2003.

Professor Olli Simula:

• Opponent at the doctoral dissertation of
Lasse Lensu, Lappeenranta University of Technology, 2002
Olli Saarela, Tampere University of Technology, 2002
Heikki Jokinen, Tampere University of Technology, 2003.

• Evaluator in filling the academic chair of professor, metrology, Tampere University
of Technology, 2002.

Academician Teuvo Kohonen:

• Invited talk ”Neural networks.” Annual meeting of the union of teachers of mathe-
matical subjects (MAOL ry), Raahe, Finland, Feb. 1, 2002.

Professor Jaakko Hollmén:

• Opponent at the doctoral dissertation of Sampsa Hautaniemi, Tampere University
of Technology, 2003.

Professor Timo Honkela:

• Editorial Board Member, journal Puhe ja kieli (Speech and Language).

• Member of IFIP Board, Finnish Information Processing Association.

• Opponent at the doctoral dissertation of Sam Sandqvist, HUT, 2002.

• Evaluator for docentship at Media Lab, University of Art and Design, Helsinki, 2003.

Dr. Jukka Iivarinen:

• Pattern Recognition Society of Finland. Chairman –2002, Vice Chairman 2003– .

Dr. Samuel Kaski:

• Finnish Artificial Intelligence Society. Vice Chairman. 2002.

• Opponent at the doctoral dissertation of
Vesa Ollikainen, University of Helsinki, 2002
Jani Mäntyjärvi, University of Oulu, 2003.
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Dr. Jorma Laaksonen:

• Finnish Artificial Intelligence Society. Chairman of the dictionary committee. 2003.

Dr. Krista Lagus:

• Member of the Board, Graduate School of Language Technology in Finland

• Member of the Board of FICLA, Finnish Cognitive Linguistics Association

M.Sc. Tapani Raiko:

• Finnish Artificial Intelligence Society. Member of the Governing Board. 2003.



Awards and activities 23

Research visits abroad by researchers of the unit; 2 weeks or more

• Dr. Patrik Hoyer, New York University, USA, July 2002 (2 wks), Jan. – Dec. 2003.

• Dr. Aapo Hyvärinen, Stanford University, USA, July 2002 (2 wks).

• Dr. Aapo Hyvärinen, Max Planck Institute for Biological Cybernetics, Oct. 2002 (2
wks).

• Dr. Mikko Kurimo, University of Colorado, The Center of Spoken Language Re-
search, Boulder, USA, Dec. 2002–Jan. 2003.

• M.Sc. Tapani Raiko, Albert-Ludwigs-Universität, Freiburg, Germany, Oct. 2001–
Sept. 2002.

• Dr. Panu Somervuo, The International Computer Science Institute, Berkeley, USA,
Feb. 2002–Jan. 2003.

• Dr. Ricardo Vigário, Fraunhofer Institute for Computer Architecture and Software
Technology, Berlin, Germany, Feb.-April, 2002.

• M.Sc. Alexander Ilin, Institut National Polytechnique de Grenoble (INPG), France,
May–June 2003.

• Dr. Timo Honkela, Lund University Cognitive Science, Sweden, May–June 2003 (5
wks).

• Dr. Harri Valpola, University of Zürich, Switzerland, Sept. 2003– .

Research visits by foreign researchers to the unit; 2 weeks or more

• Dr. Mark Plumbley, Queen Mary University of London, U.K., April–July 2002 (3
mths).

• Dr. Maria Funaro, University of Salerno, Italy, Oct. 2002 (2 wks).

• M.Sc. Emilio Di Meglio, University of Napoli, Italy, Feb.-June 2002.

• B.Sc. Leah Russell, Dalarna University, Borlänge, Sweden, June–Nov. 2002.

• M.Sc. Marco Bressan, Universitat Autonoma de Barcelona, Spain, July–Sept. 2002
(6 wks).

• M.Sc. Ana Gonzales, University of La Rioja, Spain, Oct. 2003 (2 wks).

• M.Sc. Patricia Rufino Oliveira, University of Sao Paulo, Brazil, March–Aug. 2003.

• Mr. Jan-Hendrik Schleimer, University of Tübingen, Germany, Aug. 2003– .

• M.Sc. Tanja Kämpfe, University of Bielefeld, Germany, Sept.–Nov. 2003.

• Dr. Ata Kaban, University of Birmingham, U.K., July–Aug. 2003 (6 wks).

• M.Sc. Nasser Mourad, South Valley University, Aswan, Egypt, Oct. 2003– .

• M.Sc. Jose-Miguel Leiva, Universidad Carlos III, Madrid, Spain, Oct.-Nov. 2003.
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Courses

Courses given by the Laboratory of Computer and Information Science.
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Spring Semester 2002

Code Course Lecturer Course
Assistant

T-61.140 Signal Processing Systems O. Simula J. Parviainen,
J. Pakkanen

T-61.152 Seminar on Computer and V. Vuori
Information Science

T-61.190 Special Course: From Gene J. Hollmén, M. Koivisto
Expression to Regulation of S. Kaski,
Cell Function H. Wikman

T-61.233 Computer Vision J. Laaksonen J. Iivarinen
T-61.256 Learning Models and Methods P. Pajunen E. Bingham
T-61.261 Principles of Neural Computing K. Raivio J. Särelä

M. Aksela
T-61.281 Statistical Natural K. Lagus V. Siivola

Language Processing
T-61.182 Special Course II: Neural M. Kurimo V. Siivola

Networks for Speech Processing
T-61.183 Special Course III: Biomedical R. Vigario J. Särelä

Signal Processing
T-122.102 Special Course VI: H. Mannila, K. Puolamäki

Energy-aware computation P. Orponen



Courses 27

Fall Semester 2002

Code Course Lecturer Course
Assistant

T-61.123 Computer Architecture M. Huttunen M. Rättö
T-61.124 Special Project in M. Huttunen M. Rättö

Computer Architecture
T-61.231 Principles of Pattern Recognition V. Vuori M. Koskela

M. Aksela
T-61.238 Statistical Signal Modelling P. Pajunen E. Bingham
T-61.246 Digital Signal Processing O. Simula J. Parviainen,

and Filtering P. Lehtimäki,
T. Similä,
V. Viitaniemi,

R. Öörni
T-61.247 Digital Image Processing J. Laaksonen J. Iivarinen
T-61.263 Advanced Course in J. Karhunen J. Peltonen

Neural Computing
T-61.271 Information Visualisation K. Puolamäki J. Venna
T-61.181 Special Course I: K. Raivio, P. Lehtimäki

Time in Self-Organizing Maps O. Simula
T-61.184 Special Course IV: Audio M. Kurimo V. Siivola

Mining
T-122.101 Special Course V: Graphical J. Hollmén, S. Ruosaari

Models H. Mannila
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Spring Semester 2003

Code Course Lecturer Course
Assistant

T-61.140 Signal Processing Systems O. Simula J. Parviainen,
V. Viitaniemi

R. Öörni
T-61.152 Seminar on Computer and E. Bingham

Information Science
T-61.190 Special Course: From Gene S. Kaski, M. Oja

Expression to Regulation of J. Hollmén,
Cell Function H. Wikman

T-61.233 Computer Vision J. Laaksonen J. Iivarinen
T-61.256 Learning Models and Methods P. Pajunen A. Patrikainen
T-61.261 Principles of Neural Computing K. Raivio J. Venna

M. Aksela
T-61.281 Statistical Natural T. Honkela V. Siivola

Language Processing
T-61.182 Special Course II: Robustness M. Kurimo T. Hirsimäki

in Language and Speech Processing
T-61.183 Special Course III: Support J. Karhunen K. Raju

Vector Machines and Kernel Methods
T-122.102 Special Course VI: Analysis J. Hollmén, J. Seppänen

of Binary Data H. Mannila
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Fall Semester 2003

Code Course Lecturer Course
Assistant

T-61.123 Computer Architecture S. Haltsonen J. Gröndahl,
A. Sorjamaa,
J. Takala

T-61.124 Special Project in S. Haltsonen
Computer Architecture

T-61.140 Signal Processing Systems O. Simula J. Parviainen
T-61.231 Principles of Pattern Recognition T. Honkela M. Koskela

K. Raivio M. Aksela
T-61.238 Statistical Signal Modelling P. Pajunen E. Bingham
T-61.246 Digital Signal Processing O. Simula J. Parviainen,

and Filtering A. Rasinen,
V. Viitaniemi

T-61.247 Digital Image Processing J. Laaksonen J. Iivarinen
T-61.263 Advanced Course in J. Karhunen J. Peltonen

Neural Computing
T-61.271 Information Visualisation K. Puolamäki J. Venna
T-122.103 Algorithmic methods of H. Mannila K. Puolamäki

data mining
T-61.184 Special Course IV: Statistical T. Honkela

and Adaptive Approaches K. Lagus
to Conceptual Modeling J. Särelä

T-122.101 Special Course V: Modeling and J. Hollmén A. Patrikainen
Mining the Web
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Data exploration process based on the self-organizing map

Juha Vesanto

Dissertation for the degree of Doctor of Science in Technology on 16 May 2002.

External examiners:
Jari Kangas (Nokia Research Center)
Jouko Lampinen (Helsinki University of Technology)
Opponent:
Alfred Ultsch (Philipps-University of Marburg, Germany)

Abstract:
With the advances in computer technology, the amount of data that is obtained from

various sources and stored in electronic media is growing at exponential rates. Data
mining is a research area which answers to the challange of analysing this data in order
to find useful information contained therein. The Self-Organizing Map (SOM) is one of
the methods used in data mining. It quantizes the training data into a representative set
of prototype vectors and maps them on a low-dimensional grid. The SOM is a prominent
tool in the initial exploratory phase in data mining.

The thesis consists of an introduction and ten publications. In the publications, the
validity of SOM-based data exploration methods has been investigated and various en-
hancements to them have been proposed. In the introduction, these methods are presented
as parts of the data mining process, and they are compared with other data exploration
methods with similar aims.

The work makes two primary contributions. Firstly, it has been shown that the SOM
provides a versatile platform on top of which various data exploration methods can be
efficiently constructed. New methods and measures for visualization of data, clustering,
cluster characterization, and quantization have been proposed. The SOM algorithm and
the proposed methods and measures have been implemented as a set of Matlab routines
in the SOM Toolbox software library.

Secondly, a framework for SOM-based data exploration of table-format data - both
single tables and hierarchically organized tables - has been constructed. The framework
divides exploratory data analysis into several sub-tasks, most notably the analysis of sam-
ples and the analysis of variables. The analysis methods are applied autonomously and
their results are provided in a report describing the most important properties of the data
manifold. In such a framework, the attention of the data miner can be directed more
towards the actual data exploration task, rather than on the application of the analysis
methods. Because of the highly iterative nature of the data exploration, the automa-
tion of routine analysis tasks can reduce the time needed by the data exploration process
considerably.
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Probabilistic models of early vision

Patrik Hoyer

Dissertation for the degree of Doctor of Science in Technology on 15 November 2002.

External examiners:
Mikko Lehtokangas (Tampere University of Technology)
Pentti Laurinen (University of Helsinki)
Opponent:
Eero Simoncelli (University of New York)

Abstract:
How do our brains transform patterns of light striking the retina into useful knowledge

about objects and events of the external world? Thanks to intense research into the
mechanisms of vision, much is now known about this process. However, we do not yet
have anything close to a complete picture, and many questions remain unanswered. In
addition to its clinical relevance and purely academic significance, research on vision is
important because a thorough understanding of biological vision would probably help solve
many major problems in computer vision.

A major framework for investigating the computational basis of vision is what might be
called the probabilistic view of vision. This approach emphasizes the general importance
of uncertainty and probabilities in perception and, in particular, suggests that perception
is tightly linked to the statistical structure of the natural environment. This thesis in-
vestigates this link by building statistical models of natural images, and relating these to
what is known of the information processing performed by the early stages of the primate
visual system.

Recently, it was suggested that the response properties of simple cells in the primary
visual cortex could be interpreted as the result of the cells performing an independent
component analysis of the natural visual sensory input. This thesis provides some further
support for that proposal, and, more importantly, extends the theory to also account
for complex cell properties and the columnar organization of the primary visual cortex.
Finally, the application of these methods to predicting neural response properties further
along the visual pathway is considered.

Although the models considered account for only a relatively small part of known
facts concerning early visual information processing, it is nonetheless a rather impressive
amount considering the simplicity of the models. This is encouraging, and suggests that
many of the intricacies of visual information processing might be understood using fairly
simple probabilistic models of natural sensory input.
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Unsupervised pattern recognition methods for exploratory
analysis of industrial process data

Esa Alhoniemi

Dissertation for the degree of Doctor of Science in Technology on 13 December 2002.

External examiners:
Heikki Hyötyniemi (Helsinki University of Technology)
Jussi Parkkinen (University of Joensuu)
Opponents:
Hannu Koivisto (Tampere University of Technology)
Jussi Parkkinen (University of Joensuu)

Abstract:
The rapid growth of data storage capacities of process automation systems provides

new possibilities to analyze behavior of industrial processes. As existence of large volumes
of measurement data is a rather new issue in process industry, long tradition of using data
analysis techniques in that field does not yet exist. In this thesis, unsupervised pattern
recognition methods are shown to represent one potential and computationally efficient
approach in analysis of such data.

This thesis consists of an introduction and six publications. The introduction contains
a survey on process monitoring and data analysis methods, exposing the research which
has been carried out in the fields so far. The introduction also points out the tasks in
the process management framework where the methods considered in this thesis – self-
organizing maps and cluster analysis – can be benefited.

The main contribution of this thesis consists of two parts. The first one is the use of
the existing and development of novel SOM-based methods for process monitoring and
data analysis purposes. The second contribution is a concept where cluster analysis is
used to extract and identify operational states of a process from measured data. In both
cases, the methods have been successfully applied in analysis of real data from processes
in the wood processing industry.
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Adaptive methods for on-line recognition of isolated hand-
written characters

Vuokko Vuori

Dissertation for the degree of Doctor of Science in Technology on 14 December 2002.

External examiners:
Tapio Seppänen (University of Oulu)
Jukka Heikkonen (Helsinki University of Technology)
Opponents:
Tapio Seppänen (University of Oulu)
Louis Vuurpijl (Nijmegen University, Netherlands)

Abstract:

The main goal of the work presented in this thesis has been the development of an
on-line handwriting recognition system which is able to recognize handwritten characters
of several different writing styles and is able to improve its performance by adapting
itself to new writing styles. The recognition method should be applicable to hand-held
devices of limited memory and computational resources. The adaptation process should
take place during normal use of the device, not in some specific training mode. For the
usability aspect of the recognition system, the recognition and adaptation processes should
be easily understandable to the users.

The first part of this thesis gives an introduction to the handwriting recognition. The
topics considered include: the variations present in personal handwriting styles; auto-
matic grouping of similar handwriting styles; the differences between writer-independent
and writer-dependent as well as on-line and off-line handwriting recognition problems; the
different approaches to on-line handwriting recognition; the previous adaptive recognition
systems and the experiments performed with them; the recognition performance require-
ments and other usability issues related to on-line handwriting recognition; the current
trends in on-line handwriting recognition research; the recognition results obtained with
the most recent recognition systems; and the commercial applications.

The second part of the thesis describes an adaptive on-line character recognition system
and the experiments performed with it. The recognition system is based on prototype
matching. The comparisons between the character samples and prototypes are based on
the Dynamical Time Warping (DTW) algorithm and the input characters are classified
according to the k Nearest Neighbors (k-NN) rule. The initial prototype set is formed
by clustering character samples collected from a large number of subjects. Thus, the
recognition system can handle various writing styles. This thesis work introduces four
DTW-based clustering algorithms which can be used for the prototype selection. The
recognition system adapts to new writing styles by modifying its prototype set. This
work introduces several adaptation strategies which add new writer-dependent prototypes
into the initial writer-independent prototype set, reshape the existing prototypes with a
Learning Vector Quantization (LVQ)-based algorithm, and inactivate poorly performing
prototypes. The adaptations are carried out on-line in a supervised or self-supervised
fashion. In the former case, the user explicitly labels the input characters which are used
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as training samples in the adaptation process. In the latter case, the system deduces the
labels from the recognition results and the user’s actions. The latter approach is prone to
erroneously labeled learning samples.

The different adaptation strategies were experimented with and compared with each
other by performing off-line simulations and genuine on-line user experiments. In the
simulations, special attention has been paid to the various erroneous learning situations
likely to be encountered in real world handwriting recognition tasks. The recognition
system is able to improve its recognition accuracy significantly on the basis of only a few
additional character samples per class. Recognition accuracies acceptable in real world
applications can be attained for most of the test subjects.

This work also introduces a Self-Organizing Map (SOM)-based method for analyzing
personal writing styles. Personal writing styles are represented by high-dimensional vec-
tors, the components of which indicate the subjects’ tendencies to use certain prototypical
writing styles for isolated characters. These writing style vectors are then visualized by a
SOM which enables the detection and analysis of clusters of similar writing styles.
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Using visualization, variable selection and feature extraction
to learn from industrial data

Sampsa Laine

Dissertation for the degree of Doctor of Science in Technology on 19 September 2003.

External examiners:
Olli Saarela (Keskuslaboratorio Oy)
Petri Vasara (Jaakko Pöyry Group Oyj)
Opponent:
John Klus (University of Wisconsin-Madison)

Abstract:
Although the engineers of industry have access to process data, they seldom use ad-

vanced statistical tools. Why this reluctance? I believe engineers do not have adequate
statistical skills, and that inexpert use of statistics leads to useless results. For example,
failure to correctly identify and remove outliers disturbs those tools that assume Gaus-
sian distribution of data. Also, failure to correctly parameterize the used algorithm leads
to poor results, as an example, a process engineer may find it difficult to find the best
structure of an artificial neural network. Failures of statistical tools lead the engineer to
disregard statistics, and resort to visual study of manually selected data.

This thesis looks for algorithms that serve the common process engineer. I prefer
three properties in an algorithm: supervised operation, robustness and understandability.
Supervised operation allows and requires the user to explicate the goal of the analysis,
which allows the algorithm to discover results that are relevant to the user. Robust
algorithms allow engineers to analyse raw process data collected from the automation
system of the plant. Understandability is the most important criterion: the user must
understand how to parameterize the model, what is the principle of the algorithm, and
know how to interpret the results.

These criteria are used to assess algorithms for visualization, variable selection and
feature extraction. The objective of this thesis was to create a tool set the reliably and
understandably provides the user with information that is related to a problem that he/she
has defined interesting.

The tools and the criteria are illustrated by analysing an industrial case: the concen-
trator of the Hitura mine. This case illustrates how to define the problem using off-line
laboratory data; and how to study the on-line data to find solutions. Statistical tools
demonstratedly improve the efficiency of process study: my early results required ap-
proximately six man months of work; the algorithms proposed by this thesis produced
comparable results in few weeks.
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Interactive image retrieval using self-organizing maps

Markus Koskela

Dissertation for the degree of Doctor of Science in Technology on 14 November 2003.

External examiners:
Irwin King (Chinese University of Hong Kong)
Timo Ojala (University of Oulu)
Opponent:
Moncef Gabbouj (Tampere University of Technology)

Abstract:
Digital image libraries are becoming more common and widely used as visual infor-

mation is produced at a rapidly growing rate. Creating and storing digital images is
nowadays easy and getting more affordable all the time as the needed technologies are
maturing and becoming eligible for general use. As a result, the amount of data in visual
form is increasing and there is a strong need for effective ways to manage and process it.
In many settings, the existing and widely adopted methods for text-based indexing and
information retrieval are inadequate for these new purposes.

Content-based image retrieval addresses the problem of finding images relevant to
the users’ information needs from image databases, based principally on low-level visual
features for which automatic extraction methods are available. Due to the inherently
weak connection between the high-level semantic concepts that humans naturally associate
with images and the low-level visual features that the computer is relying upon, the task
of developing this kind of systems is very challenging. A popular method to improve
retrieval performance is to shift from single-round queries to navigational queries where a
single retrieval instance consists of multiple rounds of user-system interaction and query
reformulation. This kind of operation is commonly referred to as relevance feedback and
can be considered as supervised learning to adjust the subsequent retrieval process by
using information gathered from the user’s feedback.

In this thesis, an image retrieval system named PicSOM is presented, including detailed
descriptions of using multiple parallel Self-Organizing Maps (SOMs) for image indexing
and a novel relevance feedback technique. The proposed relevance feedback technique is
based on spreading the user responses to local SOM neighborhoods by a convolution with
a kernel function. A broad set of evaluations with different image features, retrieval tasks,
and parameter settings demonstrating the validity of the retrieval method is described. In
particular, the results establish that relevance feedback with the proposed method is able
to adapt to different retrieval tasks and scenarios.

Furthermore, a method for using the relevance assessments of previous retrieval ses-
sions or potentially available keyword annotations as sources of semantic information is
presented. With performed experiments, it is confirmed that the efficiency of semantic
image retrieval can be substantially increased by using these features in parallel with the
standard low-level visual features.
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Learning metrics and Discriminative Clustering

Janne Sinkkonen

Dissertation for the degree of Doctor of Philosophy on 21 November 2003.
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Abstract:
In this work methods have been developed to extract relevant information from large,

multivariate data sets in a flexible, nonlinear way. The techniques are applicable especially
at the initial, explorative phase of data analysis, in cases where an explicit indicator of
relevance is available as part of the data set.

The unsupervised learning methods, popular in data exploration, often rely on a dis-
tance measure defined for data items. Selection of the distance measure, part of which is
feature selection, is therefore fundamentally important.

The learning metrics principle is introduced to complement manual feature selection by
enabling automatic modification of a distance measure on the basis of available relevance
information. Two applications of the principle are developed. The first emphasizes relevant
aspects of the data by directly modifying distances between data items, and is usable, for
example, in information visualization with the self-organizing maps. The other method,
discriminative clustering, finds clusters that are internally homogeneous with respect to
the interesting variation of the data. The techniques have been applied to text document
analysis, gene expression clustering, and charting the bankruptcy sensitivity of companies.

In the first, more straightforward approach, a new local metric of the data space mea-
sures changes in the conditional distribution of the relevance-indicating data by the Fisher
information matrix, a local approximation of the Kullback-Leibler distance. Discrimina-
tive clustering, on the other hand, directly minimizes a Kullback-Leibler based distortion
measure within the clusters, or equivalently maximizes the mutual information between
the clusters and the relevance indicator. A finite-data algorithm for discriminative clus-
tering is also presented. It maximizes a partially marginalized posterior probability of the
model and is asymptotically equivalent to maximizing mutual information.
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Abstract:
The topic of this thesis is mathematical modeling of computations taking place in the

visual system, the largest sensory system in the primate brain. While a great deal is
known about how certain visual neurons respond to stimuli, a very profound question is
why they respond as they do. Here this question is approached by formulating models of
computation which might underlie the observed response properties. The main motivation
is to improve our understanding of how the brain functions. A better understanding of
the computational underpinnings of the visual system may also yield advances in medical
technology or computer vision, such as development of visual prostheses, or design of
computer vision algorithms.

In this thesis several models of computation are examined. An underlying assumption
in this work is that the statistical properties of visual stimuli are related to the structure of
the visual system. The relationship has formed through the mechanisms of evolution and
development. A model of computation specifies this relationship between the visual system
and stimulus statistics. Such a model also contains free parameters which correspond to
properties of visual neurons. The experimental evaluation of a model consists of estimation
of these parameters from a large amount of natural visual data, and comparison of the
resulting parameter values against neurophysiological knowledge of the properties of the
neurons, or results obtained with other models.

The main contribution of this thesis is the introduction of new models of computation in
the primary visual cortex. The results obtained with these models suggest that one defining
feature of the computations performed by a class of neurons called simple cells, is that the
output of a neuron consists of periods of intense neuronal activity. It also seems that the
activity levels of nearby simple cells are positively correlated over short time intervals. In
addition, the probability of the occurrence of such regions of intense activity in the joint
space of time and cortical area seems to be small. Another contribution of the thesis is
the examination of the relationship between two previous computational models, namely
independent component analysis and local spatial frequency analysis. This examination
suggests that results obtained with independent component analysis share some important
properties with wavelets, in the way their localization in space and frequency depends on
their average spatial frequency.
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Abstract:
This thesis considers the problem of finding latent structure in high dimensional data.

It is assumed that the observed data are generated by unknown latent variables and their
interactions. The task is to find these latent variables and the way they interact, given the
observed data only. It is assumed that the latent variables do not depend on each other
but act independently.

A popular method for solving the above problem is independent component analysis
(ICA). It is a statistical method for expressing a set of multidimensional observations as a
combination of unknown latent variables that are statistically independent of each other.
Starting from ICA, several methods of estimating the latent structure in different problem
settings are derived and presented in this thesis. An ICA algorithm for analyzing complex
valued signals is given; a way of using ICA in the context of regression is discussed; and an
ICA-type algorithm is used for analyzing the topics in dynamically changing text data. In
addition to ICA-type methods, two algorithms are given for estimating the latent structure
in binary valued data. Experimental results are given on all of the presented methods.

Another, partially overlapping problem considered in this thesis is dimensionality re-
duction. Empirical validation is given on a computationally simple method called random
projection: it does not introduce severe distortions in the data. It is also proposed that
random projection could be used as a preprocessing method prior to ICA, and experimen-
tal results are shown to support this claim.

This thesis also contains several literature surveys on various aspects of finding the
latent structure in high dimensional data.
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Chapter 1

Introduction

Erkki Oja, Director of the Neural Networks Research Centre

The core area of research in the Neural Networks Research Centre is neurocomputing,
in the sense it is understood today. We have traditions dating back to late 1960’s in
some areas like associative memories, learning algorithms, and self-organization, as well
as related methods in pattern recognition.

By the early 2000’s, the field of neurocomputing has experienced considerable changes
compared to its pioneering days. Most of the early artificial neural network models, now
classics in the field, were strongly motivated by insights from neurobiology. Even today,
there is a strong research effort in biologically motivated neural models and computational
neuroscience. Some work along those lines has been conducted in our laboratory, too.

However, aside from this, another part of the field has developed into purely computa-
tional science and engineering that has very few, if any, connections to biology. These two
directions, that of neuroscience and that of computational science, have largely diverged
and found their own research societies. Prompted by some urgent new problems in in-
formation sciences, the computational methods have merged with other related fields like
advanced statistics, pattern recognition, signal and data analysis, machine learning, and
artificial intelligence, to a new field sometimes termed statistical machine learning. This
is the major research area in NNRC today.

Pattern analysis and statistical machine learning are the central tools for structuring
raw information in the new knowledge economy. Information will need to be filtered
and restructured before it becomes usable. Techniques that can quickly analyze complex
patterns and adapt to new data will be indispensable for maintaining a competitive edge
in information-intensive applications.

The basic scientific problem is to build empirical models of complex systems, based on
natural or real-world data. The goal is to understand better the underlying phenomena,
structures, and patterns buried in the large or huge data sets. Real-world data means e.g.
images, sounds, speech, or measurements, contrary to symbolic data like text. However,
today the statistical machine learning methods are migrating into the analysis of symbolic
data, too, such as large text collections, Web pages, or genomic sequence data, exhibiting
real-world complexities and ambiguities. If the datasets are large enough, even the sym-
bolic data can in many cases be analyzed with statistical methods, complementing the
conventional string processing or grammar-based algorithms.

Natural data has properties such as nonlinearity, nongaussianity, and complex interac-
tions that have not been taken into account in classical multivariate statistics. Therefore,
such models must be based on new information processing principles. The new insight is
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Figure 1.1: The Neural Networks Research Centre consists of three major groups, each
having a number of smaller project groups. The leader of each group and the research topic
are marked within each box, as well as the names of the post-doctoral researchers within
each project. The dotted line indicates co-operation with the other Center of Excellence
in the CIS laboratory.

that although the models are not available in closed form, the intrinsic latent features or
factors of the observations, and their mutual interrelations, can be learned from the data
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using a great number of simultaneously co-operating simple processing units or operations.
This is in analogy with the operating principles of the biological neural systems.

In the Neural Networks Research Centre, we develop such models, study their theo-
retical properties, and apply them to problems in signal, image, and data analysis. All
the work is based on the core expertise stemming from our own scientific inventions. The
most classic of these are the Self-Organizing Map (SOM), introduced by Prof. Kohonen in
early 1980’s, and new learning algorithms for Principal/Independent Component Analysis
which have been intensively studied in the 1990’s. Both have been thoroughly covered in a
large number of articles and books and have been extensively cited. Our present research
largely builds on these methods.

Our focus is to create and maintain research groups with internationally recognized
status. Figure 1 is a concise description of our internal project organization at the mo-
ment. The Research Unit consists of 3 major research groups, each having a number of
projects. Typically, these project groups consist of senior researchers, graduate students,
and undergraduate students. The number of doctor-level researchers in the NNRC (Jan.
2004) is 23, and of full-time graduate student researchers 34. This kind of organizational
chart necessarily gives a very strict and frozen view of the research activities. The top-
ics of the projects are heavily overlapping and there is a continuous exchange of ideas
and sometimes researchers between the projects. In the following Chapters, all of these
projects are covered in detail.

Additional information including demos etc. is available from our Web pages,
http://www.cis.hut.fi/research/.
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Chapter 2

Independent component analysis
and blind source separation

Erkki Oja, Juha Karhunen, Ella Bingham, Maria Funaro, Johan Himberg,
Antti Honkela, Aapo Hyvärinen, Alexander Ilin, Karthikesh Raju, Tapani Ris-
taniemi, Jaakko Särelä, Harri Valpola, Ricardo Vigário
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2.1 Introduction

Erkki Oja

What is Independent Component Analysis? Independent Component Analysis
(ICA) is a computational technique for revealing hidden factors that underlie sets of mea-
surements or signals. ICA assumes a statistical model whereby the observed multivariate
data, typically given as a large database of samples, are assumed to be linear or nonlinear
mixtures of some unknown latent variables. The mixing coefficients are also unknown.
The latent variables are nongaussian and mutually independent, and they are called the
independent components of the observed data. By ICA, these independent components,
also called sources or factors, can be found. Thus ICA can be seen as an extension to Prin-
cipal Component Analysis and Factor Analysis. ICA is a much richer technique, however,
capable of finding the sources when these classical methods fail completely.

In many cases, the measurements are given as a set of parallel signals or time series.
Typical examples are mixtures of simultaneous sounds or human voices that have been
picked up by several microphones, brain signal measurements from multiple EEG sensors,
several radio signals arriving at a portable phone, or multiple parallel time series obtained
from some industrial process. The term blind source separation is used to characterize
this problem.

Our contributions in ICA research. In our ICA research group, the research
stems from some early work on on-line PCA, nonlinear PCA, and separation, that we were
involved with in the 80’s and early 90’s. Since mid-90’s, our ICA group grew considerably.
This earlier work has been reported in the previous Triennial and Biennial reports of our
laboratory from 1994 to 2001. A notable achievement from that period was the textbook
“Independent Component Analysis” (Wiley, May 2001) by A. Hyvärinen, J. Karhunen,
and E. Oja. It has been very well received in the research community; according to the
latest publisher’s report, over 3500 copies have been sold by August, 2003. The book has
been extensively cited in the ICA literature and seems to have evolved into the standard
text on the subject worldwide. Another tangible contribution has been the FastICA
software package (http://www.cis.hut.fi/projects/ica/fastica/) which during the
reporting period was downloaded by 8900 registered users. This is one of the few most
popular ICA algorithms used by the practitioners and a standard benchmark in algorithmic
comparisons in ICA literature.

In the reporting period 2002 - 2003, ICA research stayed as a core project in the
laboratory. It was extended to several new directions. It is no more possible to report
all this work under a single ICA Chapter. The most advanced developments are now
presented in their separate Chapters in this report. They are: “Variational Bayesian
learning of generative models” (a project led by prof. Juha Karhunen and Dr. Harri
Valpola), “Analysis of independent components in biomedical signals” (a project led by
Dr. Ricardo Vigario) and “Computational neuroscience” (a project led by Doc. Aapo
Hyvärinen).

This Chapter starts by introducing some theoretical advances undertaken during the
reporting period. Also comparisons on post-nonlinear mixtures are reported. Then, several
smaller application-oriented ICA projects are covered. The applications range from text
mining and astronomical data analysis to telecommunications. Note that more extensive
applications are covered especially in the Chapter on biomedical signal analysis. Finally,
in the present Chapter, the EU project BLISS is reviewed, which ended during 2003 with
highly favorable reviews.
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2.2 Theoretical advances

Erkki Oja, Ella Bingham, Aapo Hyvärinen, Jaakko Särelä, Harri Valpola

ICA in a regression problem

In this project it was shown how independent component analysis (ICA) can be used in
the context of regression. In a regression problem, one has a set of predictor variables and
a set of predicted variables. The task is to generate a mapping between these sets so that
given the values of the predictor variables, the values of the predicted variables can be
estimated.

The regression problem can be cast into the ICA framework as follows. Using the
training data of predictor and predicted variables, the independent components in the
data are estimated. Using them we can estimate future values of predicted variables, given
the observations of the predictor variables only. The problem is discussed in detail in [1],
where it is also shown that regression by ICA is closely related to regression by a multilayer
perceptron (MLP) network, which is a widely used neural network. However, regression by
ICA is more straightforward and better defined in terms of choosing the number of units
and the nonlinear transformations in the hidden layer of the MLP network, and finding
the weights of the layers of the network.

Non-negative ICA

The basic linear ICA model can be considered to be solved, with a multitude of practical
algorithms and software. However, if one makes some further assumptions which restrict
or extend the model, then there is still ground for new theoretical analysis and solution
methods. One such assumption is positivity or non-negativity of the sources and perhaps
the mixing coefficients. Non-negativity is a very natural condition for many practical
real-world applications, for example in the analysis of images, text, or spectral data. The
constraint of non-negative sources, perhaps with an additional constraint of non-negativity
on the mixing matrix, is often known as positive matrix factorization or non-negative
matrix factorization. We refer to the combination of non-negativity and independence
assumptions on the sources as non-negative independent component analysis.

It was suggested by the co-author of [3] that a suitable cost function for actually finding
the rotation could be constructed as follows: denote the estimates for the positive sources
by yi, i = 1, ..., n, and suppose we have an output truncated at zero, y+ = (y+

1 , ..., y+
n ) with

y+
i = max(0, yi). Let us construct a reestimate of whitened but not zero-mean observation

data z = WTy, given by ẑ = WTy+, where W is the (orthogonal) parameter matrix of
the ICA problem. Then a suitable cost function would be

J(W) = E{‖z − ẑ‖2} = E{‖z − WTy+‖2} (2.1)

because obviously its value will be zero if W is such that all the yi are positive, or y = y+.

We have considered the minimization of this cost function by on-line learning algo-
rithms. In [3], the cost function (2.1) was taken as a special case of “nonlinear PCA” for
which an algorithm was earlier suggested by one of the authors [2]. However, a rigorous
convergence proof for the nonlinear PCA method could not be constructed except in some
special cases. The general convergence seems a very challenging problem.

In another paper [4] we showed that the cost function (2.1) has very desirable properties
in the Stiefel manifold of rotation (orthogonal) matrices: the function has no local minima
and it is a Lyapunov function for its gradient matrix flow. A gradient algorithm, suggested
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in the paper, is therefore monotonically converging and is guaranteed to find the absolute
minimum of the cost function. The minimum is zero, giving positive components yi, which
must be a positive permutation of the original unknown sources sj , as proven in the paper.
Some preliminary results along these lines were given by the authors in [5].

Semi-blind source separation by denoising

Many algorithms have been invented to perform blind source separation. There, it is
assumed that the sources are completely unknown. However, in many cases of time series
separation there exists some prior knowledge on the behaviour of the sources. This is the
case especially, when the data is collected in a controlled experiment.

In [8] we have introduced a fast semi-blind source separation algorithm (SBSS) that
allows an easy incorporation of such prior knowledge. In one iteration of SBSS, the
essential step denoises the current source estimate from part of the noise as well as the
interference of the other sources. Then, the projection is sought that gives a source
estimate closest to this denoised source estimate in least mean squares sense.

SBSS introduces a full continuum of algorithms, where the denoising can vary from
a very detailed matched filter to looser, more general denoising principles, such as the
non-Gaussianity in ICA.

Overlearning in ICA

The research on overlearning in ICA has been continued. We have elaborated the dis-
cussion as well as suggested several solutions to solve both the problems of spikes and
bumps. We have published a comprehensive article on the findings [6]. Further study on
a Bayesian approach to overcome the problem has been conducted as well [7].
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2.3 Comparison studies on blind separation of post-nonlinear
mixtures

Alexander Ilin, Juha Karhunen

Different approaches proposed for nonlinear independent component analysis (ICA) and
blind source separation (BSS) have been recently reviewed in [1]. However, their limi-
tations and domains of preferable application have been studied only a little, and there
do not exist hardly any comparisons of the proposed methods. We have experimentally
compared two approaches introduced for nonlinear BSS: the Bayesian methods developed
at the Neural Network Research Centre (NNRC) of Helsinki University of Technology,
and the BSS methods introduced for the special case of post-nonlinear (PNL) mixtures at
Institut National Polytechnique de Grenoble (INPG) in France. This comparison study
took place within the framework of the European joint project BLISS on blind source
separation and its applications.

The Bayesian method developed at NNRC for recovering independent sources consists
of two phases: Applying the general nonlinear factor analysis (NFA) [3] to obtain Gaus-
sian sources; and their further rotation with a linear ICA technique such as the FastICA
algorithm [2]. The compared BSS method, developed at INPG for post-nonlinear mix-
tures, is based on minimization of the mutual information between the sources. It uses a
separating structure consisting of nonlinear and linear stages [4].

Both approaches were applied to the same ICA problems with artificially generated
post-nonlinear mixtures of two independent sources. The sources were a sine wave and
uniformly distributed white noise.

Figure 2.1 shows some of the experimental results. The INPG method based on the
independence criterion obtained a good signal-to-noise ratio for the recovered sources.
However, it failed to cope with non-invertible post-nonlinearities in the mixtures. The
more general Bayesian NFA+FastICA approach was able to recover the sources as well.
Moreover, it was able to process mixtures with non-invertible distortions.
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PNL method of INPG: SNR 17.73 dB Bayesian NLFA+FastICA: SNR 13.57 dB

Figure 2.1: The two sources recovered from their PNL mixture by the two alternative
approaches: (a) – the scatter plots showing the values of one original source signal plotted
against the found sources, (c) – the distribution of the found sources. The INPG method
used only mixtures with invertible post-nonlinear distortions. The Bayesian approach was
able to process the mixture with one non-invertible post-nonlinearity.

Based on the experimental results, the following conclusions were drawn on the ap-
plicability of the INPG and Bayesian NFA+FastICA approaches to post-nonlinear blind
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source separation problems:

• The INPG methods perform better in PNL mixtures with the same number of sources
and observed mixtures when all the post-nonlinearities are invertible.

• The performance of both methods can be improved by exploiting more mixtures
than the number of sources.

• The advantage of the Bayesian methods in post-nonlinear BSS problems is that
they can separate overdetermined post-nonlinear mixtures with non-invertible post-
nonlinearities while the existing INPG methods cannot do this.

The results of this comparison study will be presented in a forthcoming international
joint paper.
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2.4 Text mining

Ella Bingham

Independent component analysis (ICA) was originally developed for signal processing ap-
plications. Recently it has been found out that ICA is a powerful tool for analyzing text
document data as well, if the text documents are presented in a suitable numerical form.
This opens up new possibilities for automatic analysis of large textual data bases: finding
the topics of documents and grouping them accordingly.

First approaches of using ICA in the context of text data considered the data static. In
our recent study, we concentrated on text data whose topic changes over time. Examples
of dynamically evolving text are chat line discussions or newsgroup documents. The
dynamical text stream can be seen as a time series, and methods of time series processing
may be used to extract the underlying characteristics — here the topics — of the data.

The project is described in detail in [1]. As an example of dynamically changing textual
data, we used chat line discussions where several discussions are going on simultaneously,
and the topics of the discussions change dynamically as participants enter and leave the
chat room. We were able to find meaningful topics which can be visualized both by
different sets of keywords for each topic, and by their behaviour through time (some
topics are more or less persistent during the whole period of time; some topics die but will
come up again later; and some topics are only active at a certain period of time).

To conclude, our method finds meaningful topics inherent in the data, and the exper-
imental results suggest the applicability of the method to query-based retrieval from a
temporally changing text stream.
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2.5 ICA for astronomical data

Erkki Oja, Harri Valpola, Maria Funaro

One of the main research directions in modern astrophysics is to understand the dark mat-
ter in the universe, especially the baryonic component, supposed to be formed by compact
objects with substellar mass called Massive Astrophysical Compact Halo Objects (MA-
CHO). Possible candidates include small black holes, dwarf stars, or exoplanets. When
such an object passes near the line of sight of a star, the luminosity of the star will increase
– an effect called gravitational lensing, predicted by the general theory of relativity. In
studying other galaxies than our own, individual stars cannot be resolved, but a whole
group of unresolved stars is registered in a single pixel element of a telescope CCD cam-
era. In a new technique called pixel lensing, the pixel luminosity variations over time are
monitored, and using these time series the lensing events can be detected even in the case
of unresolved stars.

A severe problem in the analysis of the images and luminosity variations is the presence
of artefacts. One possible cause for artefacts are the individual stars between the far-out
galaxy and the camera, which emerge sharply from the luminosity background. Other
artefacts are cosmic rays, atmospheric events, and noise in the CCD camera. Separating
these artefacts from the interesting astrophysical events is one of the necessary steps in
the analysis of pixel lensing data. Artefact removal techniques have to be fast and highly
acurate to avoid the interesting phenomena from being eliminated from the data along
with the artefacts.

The new idea proposed by us [1] is to use Independent Component Analysis for artefact
detection and removal. We can assume that the astrophysical images consist of three ad-
ditive components: first, images revealing the interesting physical effects like pixel lensing;
second, images of artefacts such as atmospheric events, cosmic rays, or the resolved stars;
and third, additive noise mainly due to the camera system. All of these are guaranteed
to be independent, so the ICA model holds very well. In the image processing that we
propose here, we first apply PCA to the images. This has the effect of strongly reducing
the additive noise, leaving the images with physical effects and artefacts. Next, we apply
ICA on these images, with the result that the artefacts are separated and can be removed.
What is left are clean artefact-free images that can be analyzed further for the possible
physical phenomena.

Using image data on the M31 Galaxy, it was shown in [1] that several clear artefacts
can be detected and recognized based on their temporal pixel luminosity profiles and
independent component images. Once these are removed, it is possible to concentrate on
the real physical events like gravitational lensing.

References

[1] Funaro, M., Oja, E. and Valpola, H.: Independent component analysis for artefact
separation in astrophysical images. Neural Networks 16, no. 3-4, pp. 469-478 (2003).



62 Independent component analysis and blind source separation

2.6 ICA in CDMA communications

Karthikesh Raju, Tapani Ristaniemi, Juha Karhunen, Erkki Oja

In wireless communication systems, like mobile phones, an essential issue is division of the
common transmission medium among several users. A primary goal is to enable each user
of the system to communicate reliably despite the fact that the other users occupy the
same resources, possibly simultaneously. As the number of users in the system grows, it
becomes necessary to use the common resources as efficiently as possible.

During the last years, various systems based on CDMA (Code Division Multiple Ac-
cess) techniques [1, 2] have become popular, because they offer several advantages over
the more traditional FDMA and TDMA schemes based on the use of non-overlapping
frequency or time slots assigned to each user. Their capacity is larger, and it degrades
gradually with increasing number of simultaneous users who can be asynchronous. On
the other hand, CDMA systems require more advanced signal processing methods, and
correct reception of CDMA signals is more difficult because of several disturbing phe-
nomena [1, 2] such as multipath propagation, possibly fading channels, various types of
interferences, time delays, and different powers of users.

Direct sequence CDMA data model can be cast in the form of a linear independent
component analysis (ICA) or blind source separation (BSS) data model [3]. However, the
situation is not completely blind, because there is some prior information available. In par-
ticular, the transmitted symbols have a finite number of possible values, and the spreading
code of the desired user is known. The project started with application of ICA and BSS
methods to various problems in multiuser detection [1, 2], trying to take into account the
available prior information whenever possible. We showed that ICA based methods can
yield considerably better performances than more conventional methods based on second-
order statistics. The work carried out during this stage is reviewed together with the
necessary background in Chapter 23 of the book [3].

In the second stage of the project in 2001-2003, we have applied independent compo-
nent analysis to blind suppression of various interfering signals appearing in direct sequence
CDMA communication systems. First we studied bit-pulsed jamming, which constitutes
an important problem in practical CDMA communication systems. We have taken into
account both data modulation and temporally uncorrelated jamming, improving and ex-
tending earlier preliminary work on the same problem. Computer simulations show that
the proposed method performs better than the well-known RAKE method, which is the
standard choice for suppressing jammer signals. The results have been reported in more
detail in the conference papers [4, 5].

In papers [6, 7], ICA-RAKE Pre-Switch and ICA-RAKE Post-Switch structures were
introduced. They switch between the ICA portion and the RAKE portion depending on
the signal-to-jammer ratio. If the jammer signal is weak or absent, preprocessing by ICA
is not advisable, because it might even cause additional interference.

Fig. 2.2 shows the distribution of correct bits using the post-switched ICA-RAKE
and plain RAKE methods for a coherent 5 path channel. In the case of a single path
(left subfigures), post-switched ICA (upper left subfigure) is able to separate the jammer
completely since about 95% of the blocks are correct, while the results provided by the
conventional RAKE receiver (shown in the lower left subfigure) are poor. The situation
is qualitatively similar in the case of 5 paths, as shown by the right subfigures of Fig. 2.2.
These results are summarized in the paper [10].

We have applied ICA also to cancellation of interferences due to adjacent cells in a
DS-CDMA system. The gain in performance is about 5−8dB when the interfering source
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Figure 2.2: Distribution of correct bits per block for post-switched ICA-RAKE (upper
subfigures) and plain RAKE (lower subfigures) methods for L = 1 (left subfigures) path
and L = 5 (right subfigures) paths. ICA-RAKE has more than 95% correct bits in most
blocks for L = 1 while most blocks have at least 70% correct symbols under L = 5 coherent
paths.

has been suppressed with ICA [8, 9].

References

[1] S. Verdu, Multiuser Detection. Cambridge Univ. Press, 1998.

[2] J. Proakis, Digital Communications. McGraw-Hill, 3rd edition, 1995.

[3] A. Hyvärinen, J. Karhunen, and E. Oja, Independent Component Analysis. Wiley,
2001, 481+xxii pages.

[4] T. Ristaniemi, K. Raju, and J. Karhunen, Jammer mitigation in DS-CDMA array
systems using independent component analysis. In Proc. of the 2002 IEEE Int. Conf.
on Communications (ICC2002), New York City, NY, USA, April 28–May 2, 2002.

[5] K. Raju, T. Ristaniemi, J. Karhunen, and E. Oja, Suppression of bit-pulsed jammer
signals in DS-CDMA array systems using independent component analysis. In Proc. of
the 2002 IEEE Int. Symp. on Circuits and Systems (ISCAS2002), Phoenix, Arizona,
USA, May 26-29, 2002, pp. I-189/I-192.



64 Independent component analysis and blind source separation

[6] K. Raju and T. Ristaniemi, ICA-RAKE switch for jammer cancellation in DS-CDMA
array systems. In Proc. of the 2002 IEEE Int. Symp. on Spread Spectrum Techniques
and Applications (ISSSTA2004), Prague, Czech Republic, September 2-5, 2002, pp
638-642.

[7] T. Ristaniemi, K. Raju, J. Karhunen, and E. Oja, Jammer cancellation in DS-CDMA
arrays: pre and post switching of ICA and RAKE. In Proc. of the 2002 IEEE Work-
shop on Neural Networks for Signal Processing (NNSP2002), Martigny, Switzerland,
September 4-6, 2002, pp. 495–504.

[8] T. Ristaniemi, K. Raju, and J. Karhunen, Inter-cell interference cancellation in
CDMA array systems by independent component analysis. In Proc. of the 4th Int.
Symp. on Independent Component Analysis and Blind Signal Separation (ICA2003),
Nara, Japan, April 1-4, 2003, pp. 739–744.

[9] K. Raju and T. Ristaniemi, Exploiting independences to cancel interferences due to
adjacent cells in a DS-CDMA system. In Proc. of the Personal, Indoor, and Mobile
Radio Communications (PIMRC 2003), Beijing, China, September 7-10, 2003.

[10] K. Raju, T. Ristaniemi, and J. Karhunen, Semi-blind interference suppression on
coherent multipath environments. Submitted to a conference.



Independent component analysis and blind source separation 65

2.7 Explorative investigation of the reliability of indepen-
dent component estimates

Johan Himberg, Aapo Hyvärinen

FastICA [2] is a fast, fixed point algorithm for estimating independent components1. How-
ever, FastICA, as most ICA algorithms, finds a local minimum of its objective function.
Even with algorithms which are deterministic and always find the global optimum of their
objective function, the valid interpretation of the results need some analysis of the statis-
tical reliability or significance of the components. There are two different reasons for this.
Firstly, as real data never exactly follows the ICA model, the contrast function used in
the estimation may have many local minima which are all equally good. The independent
components are simply not well-defined in this case. Secondly, even in the extreme where
the data is exactly generated according to the ICA model, the finite sample size induces
statistical errors in the estimation—this is the case where classical analysis of statistical
significance and confidence intervals would be needed.

As such, the bootstrapping method for analyzing the statistical reliability of inde-
pendent components in [3] seems applicable only in the case of deterministic algorithms.
Some additional development is required for stochastic algorithms, and consequently, we
have developed an interactive visualization method and software package2 for reliability
assessment for FastICA.

Icasso estimates a large number of independent components with changing initial con-
ditions and/or bootstrapping, and visualizes their clustering in the signal space. Each
estimated independent component is one point in the space. If an independent component
is stable, (almost) every run of the algorithm should produce a point that is very close
to the ideal component corresponding to the cluster center. Reliable independent compo-
nents correspond to tight clusters, and unreliable ones correspond to points which do not
belong to any cluster. Preliminary results with a biomedical benchmarking data set are
reported in [1]. See also Fig. 2.3.
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Figure 2.3: A MEG data set from [4] is analyzed with FastICA and Icasso. Panel (a)
shows the correlations of all ICA estimates; 13 clusters have been selected and labeled
#1–#13. One estimate from each is selected, the one that is nearest to the centroid of
the cluster. The estimates are presented in panel (b) ordered according to the dispersion
of the clusters. From the previous studies, we know that source estimates corresponding
to clusters #1 and #2 correspond to eye movements, #3 to heart and #9 to the digital
watch. Sources #5 and #6 are related to muscular activities due to biting. Source #4
is interesting since it is clearly well estimated but the physiological explanation is not yet
known.
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2.8 The European joint project BLISS

Juha Karhunen, Erkki Oja, Harri Valpola, Ricardo Vigario, Antti Honkela,
Jaakko Särelä

Our laboratory has been one of the five participants in a large European joint project
on Blind Source Separation and Applications, abbreviated BLISS. The project originally
covered three years between June 2000 and June 2003, but it was later on extended by
five months up to October 2003. The total funding of the BLISS project was 1.2 million
euros, and it belonged to the “Information Society Technologies” programme (1998-2002)
funded by the European Community. The other participating institutes and the leaders
of the BLISS project there were:

• INESC, Lisbon, Portugal (Prof. Luis Almeida, coordinator);

• INPG (Inst. Nat. Polytechnique de France), Grenoble, France (Profs. Christian
Jutten and Dinh-Tuan Pham);

• GMD First (Fraunhofer Institute), Berlin, Germany (Prof. Klaus-Robert Müller);

• McMaster University, Hamilton, Canada (Prof. Simon Haykin; adjunct member,
getting its funding from Canada).

INESC withdrew from the project in summer 2002, and after that INPG has acted as
a new coordinator. In addition, the project had both industrial and scientific advisory
board members.

The project divided into two major parts: Theory and Algorithms, and Applications.
The first part Theory and Algorithms consisted of three subprojects, which are Linear
ICA, Nonlinear Separation, and Nonlinear BSS (Blind Source Separation). Our labora-
tory has formally been involved in the last two subprojects, but we contributed also to
the subproject on linear ICA. The second major part Applications had two subprojects,
Biomedical Applications and Acoustic Mixtures, and our laboratory participated in the
first subproject on biomedical applications.

Meetings of the participants of the project have been arranged mainly in context with
conferences and other events. The second official review meeting of the BLISS project was
held in Brussels, Belgium, in July 2002. There it was decided to extend the project by
five months for achieving its goals, and the workplan was revised appropriately. The final
official review meeting was held in Paris at the end of October 2003. The reviewers were
quite satisfied with the final results of the project, stating that all the major goals of the
BLISS project have been achieved.

Especially during the later part of the project, practical co-operation between the
participating laboratories has been deepened by researcher visits and writing of joint pub-
lications. Two major events intended to European researchers and graduate students have
been organized largely within the BLISS project: the European Meeting on Independent
Component Analysis in Vietri sul Mare, Italy, in February 2002; and the European Sum-
mer School on ICA in Berlin, Germany, in June 2003. Both events were quite successful
with tens of interested participants.

The research carried out in our laboratory using the BLISS project funding is described
in the chapters “Independent component analysis and blind source separation”, “Varia-
tional Bayesian learning of generative models”, and “Analysis of independent components
in biomedical signals”, as well as in the many associated publications. The results have
been reported also in the deliverables and reports of the project. More information on the
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BLISS project is available on its homepage [1] where one can find final reports and other
deliverables, data sets, as well as software.
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3.1 Bayesian modeling and variational learning

Unsupervised learning methods are often based on a generative approach where the goal
is to find a model which explains how the observations were generated. It is assumed that
there exist certain source signals (also called factors, latent or hidden variables, or hidden
causes) which have generated the observed data through an unknown mapping. The goal
of generative learning is to identify both the source signals and the unknown generative
mapping.

The success of a specific model depends on how well it captures the structure of the
phenomena underlying the observations. Various linear models have been popular, because
their mathematical treatment is fairly easy. However, in many realistic cases the observa-
tions have been generated by a nonlinear process. Unsupervised learning of a nonlinear
model is a challenging task, because it is typically computationally much more demanding
than for linear models, and flexible models require strong regularization.

In Bayesian data analysis and estimation methods, all the uncertain quantities are
modeled in terms of their joint probability distribution. The key principle is to construct
the joint posterior distribution for all the unknown quantities in a model, given the data
sample. This posterior distribution contains all the relevant information on the parameters
to be estimated in parametric models, or the predictions in non-parametric prediction or
classification tasks [1].

Denote by H the particular model under consideration, and by θ the set of model
parameters that we wish to infer from a given data set X. The posterior probability
density p(θ|X,H) of the parameters given the data X and the model H can be computed
from the Bayes’ rule

p(θ|X,H) =
p(X|θ,H)p(θ|H)

p(X|H)
(3.1)

Here p(X|θ,H) is the likelihood of the parameters θ, p(θ|H) is the prior pdf of the pa-
rameters, and p(X|H) is a normalizing constant. The term H denotes all the assumptions
made in defining the model, such as choice of a multilayer perceptron (MLP) network,
specific noise model, etc.

The parameters θ of a particular model Hi are often estimated by seeking the peak
value of a probability distribution. The non-Bayesian maximum likelihood (ML) method
uses to this end the distribution p(X|θ,H) of the data, and the Bayesian maximum a pos-
teriori (MAP) method finds the parameter values that maximize the posterior probability
density p(θ|X,H). However, using point estimates provided by the ML or MAP methods
is often problematic, because the model order estimation and overfitting (choosing too
complicated a model for the given data) are severe problems [1].

Instead of searching for some point estimates, the correct Bayesian procedure is to
use all possible models to evaluate predictions and weight them by the respective pos-
terior probabilities of the models. This means that the predictions will be sensitive to
regions where the probability mass is large instead of being sensitive to high values of the
probability density [2]. This procedure solves optimally the issues related to the model
complexity and choice of a specific model Hi among several candidates. In practice, how-
ever, the differences between the probabilities of candidate model structures are often very
large, and hence it is sufficient to select the most probable model and use the estimates
or predictions given by it.

A problem with fully Bayesian estimation is that the posterior distribution (3.1) has a
highly complicated form except for in the simplest problems. Therefore it is too difficult
to handle exactly, and some approximative method must be used. Variational methods
form a class of approximations where the exact posterior is approximated with a simpler
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distribution. We use a particular variational method known as ensemble learning [3, 4] that
has recently become very popular because of its good properties. In ensemble learning, the
misfit of the approximation is measured by the Kullback-Leibler (KL) divergence between
two probability distributions q(v) and p(v). The KL divergence is defined by

D(q ‖ p) =

∫

q(v) ln
q(v)

p(v)
dv (3.2)

which measures the difference in the probability mass between the densities q(v) and p(v).

A key idea in ensemble learning is to minimize the misfit between the actual posterior
pdf and its parametric approximation using the KL divergence. The approximating density
is often taken a diagonal multivariate Gaussian density, because the computations become
then tractable. Even this crude approximation is adequate for finding the region where
the mass of the actual posterior density is concentrated. The mean values of the Gaussian
approximation provide reasonably good point estimates of the unknown parameters, and
the respective variances measure the reliability of these estimates.

A main motivation of using ensemble learning is that it avoids overfitting which would
be a difficult problem if ML or MAP estimates were used. Ensemble learning allows one
to select a model having appropriate complexity, making often possible to infer the correct
number of sources or latent variables. It has provided good estimation results in the very
difficult unsupervised (blind) learning problems that we have considered.

Ensemble learning is closely related to information theoretic approaches which mini-
mize the description length of the data, because the description length is defined to be the
negative logarithm of the probability. Minimal description length thus means maximal
probability. In the probabilistic framework, we try to find the sources or factors and the
nonlinear mapping which most probably correspond to the observed data. In the informa-
tion theoretic framework, this corresponds to finding the sources and the mapping that
can generate the observed data and have the minimum total complexity. Ensemble learn-
ing was originally derived from information theoretic point of view in [3]. The information
theoretic view also provides insights to many aspects of learning and helps explain several
common problems [5].

In the following subsections, we first present some recent theoretical improvements to
ensemble learning methods and a practical building block framework that can be used to
easily construct new models. After this we discuss practical models for nonlinear static
and dynamic blind source separation as well as hierarchical modeling of variances. Finally
we present applications of the developed Bayesian methods to inferring missing values
from data and to detection of changes in process states.
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3.2 Theoretical improvements

Using pattern searches to speed up learning

The parameters of a latent variable model used in unsupervised learning can usually be
divided into two sets: the latent variables or sources S, and other model parameters
θ. The learning algorithms used in variational Bayesian learning of these models have
traditionally been variants of the expectation maximization (EM) algorithm, which is
based on alternatively estimating S and θ given the present estimate of the other.

The standard update algorithm can be very slow in case of low noise, because the
updates needed for S and θ are strongly correlated. Therefore one set can be changed
very little only while the other is kept fixed in order to preserve the reconstruction of the
data. So-called pattern searches, which use the combined direction of a round of standard
updates and then perform a line search in this direction, can help to avoid this problem [1].

The effect of using pattern searches is demonstrated in Figure 3.1 which shows the
speedups attained in experiments with hierarchical nonlinear factor analysis (HNFA) (see
Sec. 3.4) in different phases of learning. As the nonlinear model is susceptible to local
minima, the different algorithms do not always converge to the same point. So the com-
parison was made by looking at the times required by the methods to reach a certain level
of the cost function value above the worst local minimum found by the two algorithms.
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Figure 3.1: The average speedup obtained by pattern searches in different phases of learn-
ing. The speedup is measured by the ratio of times required by the basic algorithm and
pattern search method to reach certain level of cost function value. The solid line shows
the mean of the speedups over 20 simulation with different initializations and the dashed
lines show 99 % confidence intervals for the mean.

Effect of posterior approximation

Most applications of ensemble learning to ICA models reported in the literature assume
a fully factorized posterior approximation q(v), because this usually results in a computa-
tionally efficient learning algorithm. However, the simplicity of the posterior approxima-
tion does not allow to represent all different solutions, which may greatly affect the found
solution.

Our recent paper [2] shows that neglecting the posterior correlations of the sources in
q(S) introduces a bias in favor of principal component analysis (PCA) solution. By the
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PCA solution we mean the solution which has an orthogonal mixing matrix. Nevertheless,
if the true mixing matrix is close to orthogonal and the source model is strongly in favor
of the desirable ICA solution, the optimal solution can be expected to be close to the ICA
solution.

Figure 3.2 illustrates this general trade-off of variational Bayesian learning between
the misfit of the posterior approximation and the accuracy of the model. According to our
assumption, the sources can be accurately modeled in the ICA solution. Therefore, the
cost of inaccurate assumption would increase towards the ICA solution as shown with the
dashed line on the second plot of Fig. 3.2. On the other hand, if the true mixing matrix is
not orthogonal, the optimal posterior covariance of the sources could look like the one in
the upper plot of Fig. 3.2. Then, the misfit of the posterior approximation of the sources
is minimized in the PCA solution where the true posterior covariance would be diagonal.

In [2], we considered a linear dynamic ICA model but the analysis extends to nonlinear
mixtures and non-Gaussian source models as well.

ICA PCA

The form of the true posterior p(s(t) | A, x(t))

ICA PCA

The cost of the posterior and source model misfit

Cost of posterior misfit   
Cost of source model misfit

Figure 3.2: Schematic illustration of the trade-offs between the ICA and PCA solutions.
In the PCA solution, the posterior covariance of the sources is diagonal. This minimizes
the misfit between the optimal posterior and its approximation. However, the sources are
explained better in the ICA solution.
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3.3 Building blocks for variational Bayesian learning

In graphical models, there are lots of possibilities to build the model structure that defines
the dependencies between the parameters and the data. To be able to manage the vari-
ety, we have designed a modular software package using C++/Python called the Bayes
Blocks [1]. The theoretical background on which it is based on, was published in [2].

The design principles for Bayes Blocks have been the following. Firstly, we use stan-
dardized building blocks that can be connected rather freely and can be learned with local
learning rules, i.e. each block only needs to communicate with its neighbors. Secondly,
the system should work with very large scale models. We have made the computational
complexity linear with respect to the number of data samples and connections in the
model.

The building blocks include Gaussian variables, summation, multiplication, and non-
linearity. Each of them can be a scalar or a vector. Variational Bayesian learning provides
a cost function which can be used for updating the variables as well as optimizing the model
structure. The derivation of the cost function and learning rules is automatic which means
that the user only needs to define the connections between the blocks.

Figure 3.3 shows an example of a structure which can be built using the Bayes Blocks
library. More structures can be found in [2, 3], and their application to hierarchical
modeling of variances is described in Sec. 3.5.

A

f(s(t))

B

s(t)

x(t)u(t)

Figure 3.3: An example of a structure that can be built using Bayes Blocks. It includes
latent variables s(t), u(t) (and some parameters), observed variables x(t), a nonlinearity
f(·), and affine transformations A and B. The variables u(t) model the variances of x(t).
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3.4 Nonlinear static and dynamic blind source separation

The linear principal and independent component analysis (PCA and ICA, respectively)
[1] model the data so that it has been generated by sources through a linear mapping.
PCA looks for uncorrelated sources, restricting the directions of the sources to be mutually
orthogonal. On the other hand, ICA requires that the sources are statistically indepen-
dent which is a stronger assumption than uncorrelatedness, but there is no orthogonality
restriction. In general, PCA is sufficient for Gaussian sources only, because it does not
exploit higher than second-order statistics in any way [1].

We have applied variational Bayesian learning to nonlinear counterparts of PCA and
ICA where the generative mapping from sources to data is not restricted to be linear. The
general form of the model is

x(t) = f(s(t), θf ) + n(t) . (3.3)

This can be viewed as a model about how the observations were generated from the sources.
The vectors x(t) are observations at time t, s(t) are the sources, and n(t) the noise. The
function f(·) is a mapping from source space to observation space parametrized by θf .

Nonlinear ICA by multi-layer perceptrons

In an earlier work [2, 3] we have used multi-layer perceptron (MLP) network with tanh-
nonlinearities to model the mapping f :

f(s;A,B,a,b) = B tanh(As + a) + b . (3.4)

The mapping f is thus parametrized by the matrices A and B and bias vectors a and
b. MLP networks are well suited for nonlinear PCA and ICA. First, they are universal
function approximators which means that any type of nonlinearity can be modeled by them
in principle. Second, it is easy to model smooth, close to linear mappings with them. This
makes it possible to learn high dimensional nonlinear representations in practice.

Traditionally MLP networks have been used for supervised learning where both the
inputs and the desired outputs are known. Here sources correspond to inputs and obser-
vations correspond to desired outputs. The sources are unknown and therefore learning is
unsupervised.

Usually the linear PCA and ICA models do not have an explicit noise term n(t) and
the model is thus simply x(t) = f(s(t)) = As(t) + a, where A is a mixing matrix and a is
a bias vector. The corresponding PCA and ICA models which include the noise term are
often called factor analysis and independent factor analysis (FA and IFA) models. The
nonlinear models discussed here can therefore also be called nonlinear factor analysis and
nonlinear independent factor analysis models.

Hierarchical nonlinear factor analysis

The computational complexity of the variational Bayesian learning algorithm for the MLP
network model is quadratic with respect to the number of sources in the model. To avoid
this problem, an alternative hierarchical structure based on the build block approach
presented in Section 3.3 was studied in [4]. One of the building blocks is a Gaussian
variable ξ followed by a nonlinearity φ:

φ(ξ) = exp(−ξ2) . (3.5)
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PCA + FastICA: SNR = 5.47 dB

HNFA + FastICA: SNR = 12.90 dB

Figure 3.4: Each scatter plot shows the values of one original source signal plotted against
the best corresponding estimated source signal after a rotation with FastICA.

The motivation for choosing this particular nonlinearity is that for Gaussian posterior
approximation qξ(ξ), the posterior mean and variance and consequently the cost function
can be evaluated analytically.

Using this construction—Gaussian variables followed by nonlinearity—it is possible to
build nonlinear mappings for which the learning time is linear with respect to the size
of the model. The key idea is to introduce latent variables h(t) before the nonlinearities
and thus split the mapping Eq. (3.4) into two parts in the hierarchical nonlinear factor
analysis (HNFA) model:

h(t) = Bs(t) + b + nh(t) (3.6)

x(t) = Aφ[h(t)] + Cs(t) + a + nx(t) , (3.7)

where nh(t) and nx(t) are Gaussian noise terms. Note that we have included a short-cut
mapping C from sources to observations. This means that hidden nodes only need to
model the deviations from linearity.

The source model in HNFA is Gaussian so the model cannot be used for ICA. It can,
however, be used as a nonlinear preprocessing method that extracts the correct subspace
within which the correct rotation is then recovered using a standard linear ICA algorithm.
Figure 3.4 illustrates the results of using HNFA together with the FastICA algorithm [1] for
standard linear ICA to extract the sources from an artificial noisy nonlinear mixture. The
data set used consisted of 1000 20-dimensional vectors which were created by nonlinearly
mixing eight non-Gaussian independent random sources. A nonlinear model is clearly
required in order to capture to underlying nonlinear manifold.
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Nonlinear state-space models

In many cases, measurements originate from a dynamic system and form time series.
In such cases, it is often useful to model the dynamics in addition to the instantaneous
observations. We have extended the nonlinear factor analysis model by adding a nonlinear
model for the dynamics of the sources s(t) [5]. This results in a state-space model where
the sources can be interpreted as the internal state of the underlying generative process.

The nonlinear static model of Eq. (3.3) can easily be extended to a dynamic one by
adding another nonlinear mapping to model the dynamics. This leads to source model

s(t) = g(s(t − 1), θg) + m(t) , (3.8)

where s(t) are the sources (states), m is the Gaussian process noise, and g(·) is a vector
containing as its elements the nonlinear functions modeling the dynamics.

As in nonlinear factor analysis, the nonlinear functions are modeled by MLP networks.
The mapping f has the same functional form (3.4). Since the states in dynamical systems
are often slowly changing, the MLP network for mapping g models the change in the value
of the source:

g(s(t − 1)) = s(t − 1) + D tanh[Cs(t − 1) + c] + d . (3.9)

An important advantage of the proposed new method is its ability to learn a high-
dimensional latent source space. We have also reasonably solved computational and over-
fitting problems which have been major obstacles in developing this kind of unsupervised
methods thus far. Potential applications for our method include prediction and process
monitoring, control and identification. A process monitoring application is discussed in
Section 3.6 in more detail.

Postnonlinear factor analysis

Our recent work restricts the general nonlinear mapping in (3.3) to the important case of
post-nonlinear (PNL) mixtures. The PNL model consists of a linear mixture followed by
componentwise nonlinearities acting on each output independently from the others:

xi(t) = fi [Ai,:s(t)] + ni(t) i = 1, . . . , n (3.10)

The notation Ai,: in this equation means the i:th row of the mixing matrix A. Preliminary
results from the model (3.10) are encouraging. The results will be published in forthcoming
papers.
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3.5 Hierarchical modeling of variances

In many models, variances are assumed to be constant although this assumption is of-
ten unrealistic in practice. Joint modeling of means and variances is difficult in many
learning approaches, because it can give rise to infinite probability densities. In Bayesian
methods using sampling the difficulties with infinite probability densities are avoided, but
these methods are not efficient enough for very large datasets. Our variational Bayesian
method [1, 2], which is based on our building blocks framework (see Sec. 3.3), is able to
jointly model both variances and means efficiently.

The basic building block in our models is the variance neuron, which is a time-
dependent Gaussian variable u(t) controlling the variance of another time-dependent Gaus-
sian variable ξ(t)

ξ(t) ∼ N
(

µξ(t), exp[−u(t)]
)

Here N (µ, σ2) is the Gaussian distribution with mean µ and variance σ2, and µξ(t) is the
mean of ξ(t) given by other parts of the model.

Figure 3.5 shows three examples of usage of variance neurons. The first model does
not have any upper layer model for the variances. There the variance neurons are useful
as such for generating super-Gaussian distributions for s, enabling in effect us to find
independent components. In the second model the sources can model concurrent changes
in both the observations x and the modeling error of the observations through variance
neurons ux. The third model is a hierarchical extension of the linear ICA model. The
correlations and concurrent changes in the variances us(t) of conventional sources s(t) are
modeled by higher-order variance sources r(t).

us(t)

s(t)

x(t)

A

(a)

us(t)

ux(t)

s(t)

x(t)

AB

(b)

ur(t)

s(t)

r(t)

x(t)

A

B

us(t)

(c)

Figure 3.5: Various model structures utilizing variance neurons. Observations are denoted
by x, linear mappings by A and B, sources by s and r, and variance neurons by u.

We have used the model of Fig. 3.5(c) for finding variance sources from biomedical
data containing MEG measurements from a human brain. Part of that dataset is shown
in Figure 3.6(a). The signals are contaminated by external artefacts such as digital watch,
heart beat as well as eye movements and blinks. The most prominent feature in the area
we used from the dataset is the biting artefact. There the muscle activity contaminates
many of the channels starting after 1600 samples.

Some of the estimated ordinary sources s(t) and their variance neurons us(t) are shown
in Figures 3.6(b) and 3.6(c). The variance sources r(t) that were discovered are shown in
Figure 3.6(d). The first variance source clearly models the biting artefact. This variance
source integrates information from several conventional sources and its activity varies very
little over time. The second variance appears to represent increased activity during the
onset of the biting, and the third variance source seems to be related to the amount of
rhythmic activity on the sources.
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(a) (b)

(c) (d)

Figure 3.6: (a) MEG recordings (12 out of 122 time series). (b) Sources s(t) (nine out
of 50) estimated from the data. (c) Variance neurons us(t) corresponding to the sources.
(d) Variance sources r(t) which model the regularities found from the variance neurons.
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3.6 Applications

In this section, applications of hierarchical nonlinear factor analysis and nonlinear state-
space models discussed earlier in Section 3.4 are presented.

Missing values

Generative models can usually easily deal with missing observations. For instance in self-
organizing maps (SOM) the winning neuron can be found based on those observations that
are available. The generative model can also be used to fill in the missing values. This
way unsupervised learning can be used for a similar task as supervised learning. Both the
inputs and desired outputs of the learning data are treated equally. When a generative
model for the combined data is learned, it can be used to reconstruct the missing outputs
for the test data. The scheme used in unsupervised learning is more flexible because any
part of the data can act as the cue which is used to complete the rest of the data. In
supervised learning, the inputs always act as the cue.

Factors s(t)

Gradients

value
Missing

Factors h(t)

Data x(t)

Factors h(t)

Factors s(t)

Data x(t)
Missing
value

Feedforward
Data with missing values

Original data

HNFA reconstruction

NFA reconstruction

FA reconstruction

SOM reconstruction

Figure 3.7: Left: The reconstructions of missing values using HNFA are produced in the
feedforward direction. In the gradient direction, the components with missing values do
not affect the factors, which are thus inferred using only the observed data. Right: Speech
data reconstruction example with best parameters of each algorithm.

The quality of the reconstructions provides insight to the properties of different unsu-
pervised models. The ability of self-organizing maps, linear principal component analysis,
nonlinear factor analysis, and hierarchical nonlinear factor analysis to reconstruct the
missing values of various data sets have been studied in [1]. Experiments were conducted
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Missing value pattern FA HNFA NFA SOM

patches 1.87 1.80 ± 0.03 1.74 ± 0.02 1.69 ± 0.02

patches, permutated 1.85 1.78 ± 0.03 1.71 ± 0.01 1.55 ± 0.01

randomly 0.57 0.55 ± .005 0.56 ± .002 0.86 ± 0.01

randomly, permutated 0.58 0.55 ± .008 0.58 ± .004 0.87 ± 0.01

Table 3.1: Mean-square reconstruction errors and their standard deviations for speech
spectra containing various types of missing values.

using four different patterns for the missing values. This way, different aspects of the
algorithms could be studied.

Table 3.1 shows the mean-square reconstruction errors (and their standard deviations
over different runs) of missing values in speech spectra. In Figure 3.7, the reconstructed
spectra are shown for a case where data were missing in patches and the data is not
permutated. In the permutated case, the learning data contained samples which were
similar to the test data with missing values. This task does not require generalization but
rather memorization of the learned data. SOM performs the best in this task because it
has the largest amount of parameters in the model.

The task where the data was missing randomly and not in patches of several neigh-
boring frequencies does not require a very nonlinear model but rather an accurate repre-
sentation of a high-dimensional latent space. Linear and nonlinear factor analysis perform
better than SOM whose parametrization is not well suited for very high-dimensional la-
tent spaces. The conclusion of these experiments was that in many respects the properties
of (hierarchical) nonlinear factor analysis are closer to linear factor analysis than highly
nonlinear mappings such as SOM. The nonlinear extensions of linear factor analysis are
nevertheless able to capture nonlinear structure in the data and perform as well or better
than linear factor analysis in all the reconstruction tasks. The new hierarchical nonlinear
factor analysis did not outperform the older nonlinear factor analysis in reconstruction
accuracy, but it was more reliable and computationally lighter.

Detection of process state changes

One potential application for the nonlinear dynamic state-space model discussed in Sec-
tion 3.4 is process monitoring. In [2, 3], ensemble learning was shown to be able to learn
a model which is capable of detecting an abrupt change in the underlying dynamics of a
fairly complex nonlinear process.

The process was artificially generated by nonlinearly mixing some of the states of three
independent dynamical systems: two independent Lorenz processes and one harmonic
oscillator.

The nonlinear dynamic model was first estimated off-line using 1000 samples of the
observed process. The model was then fixed and applied on-line to new observations with
artificially generated changes of the dynamics.

Figures 3.8 and 3.9 show an experiment with a change generated in the middle of the
new data set, at time 1500, when the underlying dynamics of one of the Lorenz processes
abruptly changes. Even though it is very difficult to detect this from the observed nonlinear
mixtures shown in Fig. 3.8, the change detection method based on the estimated model
readily detects the change raising alarms after the time of change. The method is also
able to find out in which states the change occurred: Analyzing the structure of the cost
function helps in localizing the detected changes, as demonstrated in Fig. 3.9.
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1000 1250 1500 1750 2000

Figure 3.8: The monitored process (10 time series above) with the change simulated at
t = 500. Even though the change is hardly visible to the eye, it has been detected with
the estimated model: The test statistic of the proposed method is shown below.

1000 1500 2000 1000 1500 2000

Figure 3.9: The estimated process states (left) and their contribution to the cost function
(right). The cause of the change can be verified by detecting the states which increase
their cost contribution.
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Figure 3.10: Two change detection performance measures calculated for the proposed
NDFA method as well as for some alternative techniques. The probability of false alarms
Pf is plotted against the average time to detection D for different values of the detection
threshold. The closer a curve is to the origin, the faster the algorithm can detect the
change with low false alarm rate.

The experimental results in Fig. 3.10 show that the method outperforms several other
change detection techniques. Two alternative approaches compared with our method are
based on other types of nonlinear dynamic models, namely nonlinear autoregressive (NAR)
model and recurrent neural network (RNN) model. Other compared methods monitored
simple indicators of the process such as its mean and covariance matrix (CUSUM algorithm
and Shewhart control charts).
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4.1 The statistical structure of natural images and visual
representation

Our research concentrated on modelling visual perception using statistical models. This
work was a direct continuation of what was reported in the previous biennial report.

Our basic approach is to build models of the statistical structure of the typical input
that the perceptual system receives, and estimate the parameters of the model from realis-
tic input, such as digital photographs of wild-life scenes, or digital video. We then describe
the function of parts of the visual cortex as statistical estimation and inference in such
models. Our modelling has been largely based on extensions of independent component
analysis and blind source separation methods. The goal is typically to transform a data
vector into components that are statistically independent or whose dependency structure
is quite simple.

We have developed a number of new models that extend the now well-known results
on independent components of natural images:

Non-negative sparse coding This model is specialized to analysis of data that is non-
negative. More precisely, the data is usually positive and close to zero, and occasionally
gets large positive values [1,2]. The model seems especially suited for analysis of higher-
order features that are computed from outputs of lower non-negative features, such as
complex cells.

Models of variance dynamics It is well-known that the independent components of
natural images are not independent. Our previous work already modelled some of the
dependencies that remain after ICA. Yet, no existing model have been able to estimate
a full two-layer model of natural images, where the seoncd layer explains some of the
dependencies left after the first linear layer. Previous research has only been able to
estimate two-layer models when one of the layers has been fixed. We developed a model
where two layers can be estimated based on the temporal structure of natural image
sequences [4]. The layers correspond to simple and complex cells in the primary visual
cortex. See Fig. 4.1 for an illustration of the main kinds of dependencies, and Fig. 4.2 for
some dependencies estimated from real data.

Bubble coding We have proposed a unifying framework [6] for several models of the
statistical structure of natural image sequences. The framework combines three properties:
sparseness, temporal coherence, and energy correlations. It leads to models where the joint
activation of the linear filters (simple cells) takes the form of “bubbles”, which are regions
of activity that are localized both in time and in space, space meaning the cortical surface
or a grid on which the features are arranged. The concept of bubbles is closely related
to invariant features such as those coded by complex cells; the principle is illustrated in
Fig. 4.3.

Double-blind source separation These theoretical developments in biological mod-
elling lead to the development of a new method of blind source separation [5]. The new
method separates sources without the need for an explicit parametric model of their de-
pendency structure. This is possible by some general assumptions on the structure of the
dependencies: the sources are dependent only through their variances (general activity
levels), and the variances of the sources have temporal correlations. The method can be
called double-blind because of this additional blind aspect: We do not need to estimate
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Figure 4.1: Illustration of the different types of dependencies found in natural image
sequences. Consider a stimulus that consists of a line segment that moves accross the
receptive fields of two linear neurons with receptive fields that have simile location, ori-
entation and frequency. The outputs of a given neuron in two consecutive time steps are
dependent. Further, two neurons with similar receptive fields have dependent outputs.
Also, the outputs of similar neurons in consecutive time points are dependent.

Figure 4.2: Our two-layer model in [4] was able to estimate linear features and dependen-
cies between the features. Each row shows the features with the highest and the lowest
dependencies with respect to the reference feature on the left. Features with high depen-
dencies code for similar orientation and frequeny. Features with low dependencies have
very dissimilar parameters.

(or assume) a parametric model of the dependencies, which is in stark contrast to most
previous methods.

Conditional and comparative statistics We have further investigated how the statis-
tics are modified by conditioning by the value of one independent component [7]. If the
components were really independent, this conditioning should not change anything, but
our results show that it does. Comparison of the statistics of natural images with others
kinds of images have also been performed [8].

Bayesian inference in the visual system On a more theoretical note, we proposed a
model that explains some aspects of the response variability of neurons using the frame-
work of Bayesian inference. It is proposed that the variability reflects a Monte Carlo
sampling of the posterior probability distribution of perceptual parameters, given the in-
put stimulus [3].

References

[1] P. O. Hoyer. Non-negative sparse coding. In Proc. IEEE Workshop on Neural Networks
for Signal Processing, pages 557–565, 2002.

[2] P. O. Hoyer. Modeling receptive fields with non-negative sparse coding. In Computa-
tional Neuroscience: Trends in Research 2003 (Proc. CNS 2002), 2003.



90 Computational neuroscience

time −>

<
−

 p
os

iti
on

 o
f f

ilt
er

 −
>

sparse

time −>

<
−

 p
os

iti
on

 o
f f

ilt
er

 −
>

sparse topographic

time −>

<
−

 p
os

iti
on

 o
f f

ilt
er

 −
>

sparse temporally coherent

time −>

<
−

 p
os

iti
on

 o
f f

ilt
er

 −
>

bubbles

Figure 4.3: An illustration of a bubble representation. The plots show the outputs of filters
as a function of time (horizontal axis) and the position of the filter on the topographic grid
(vertical axis). Each pixel is the output of one unit at a given time point, gray being zero,
white and black meaning positive and negative outputs. For simplicity, the topography is
here one-dimensional. In the basic sparse representation, the filters are independent. In
the topographic representation, the activations of the filters are also spatially grouped. In
the representation that has temporal coherence, they are temporally grouped. The bubble
representation combines all these aspects, leading to spatiotemporal activity bubbles. Note
that the two latter types of representation require that the data has a temporal structure,
unlike the two former ones.
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5.1 Biomedical data analysis

Ricardo Vigário, Jaakko Särelä, Elina Karp, Jarkko Ylipaavalniemi

In the period spanned by this report, we have enlarged our ongoing collaboration with the
Brain Research Unit of the Helsinki University of Technology to the recently established
Advanced Magnetic Imaging Centre, from the same university. We further explored con-
tacts with the radiology department of Helsinki University Central Hospital. International
collaborations were as well pursued with very positive outcomes.

The global list of publications, at the end of this report, contains further references to
this work. The ones in this section should give a good starting point to the understanding
of the results achieved within the project.

Coherence studies

Strong coherence around 20 Hz is known to exist between the MEG recording the pri-
mary motor cortex and the contralateral electromyogram (EMG) during isometric muscle
contraction. In [2, 1], we applied a temporal decorrelation technique to identify the un-
derlying brain areas producing signals coherent with the EMG. The algorithm chosen, the
temporal decorrelation source separation (TDSEP [3]), exploits efficiently the temporal
structure present in the data.

To reduce the occurrence of overlearning of the TDSEP algorithm in such high-
dimensional data set (204 channels were recorded), a suitable reduction was performed
during its whitening stage. Yet, we are now not necessarily interested in reconstructing
the original data, but rather in the preservation of the corticomuscle coherence between
the components and the reference EMG. Hence, we choose to sort the principal compo-
nents according to their coherence power, discarding those that contribute the least to the
coherence, in the vicinity of the characteristic 20 Hz.

Figure 5.1 presents the top 7 coherences between the 204 MEG channels and the right-
hand EMG. The strongest coherence peaks around 14 Hz, which is close to the values
suggested in the literature.
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Figure 5.1: Strongest coherences between the MEG channels and the left-hand EMG.

In Fig. 5.2, the 7 most coherent TDSEP components are shown. Only the first signal
shows significant coherence values (even higher than that of any single MEG channel). The
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Figure 5.2: Coherence plots for the 7 most coherent TDSEP components.
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field patterns associated with several TDSEP components, see Fig. 5.3, show selectivity
over the central left and right hemispheres, and are well modeled by current dipoles in the
respective primary motor cortices.

(a) (b)

Figure 5.3: Field patterns and equivalent current dipoles for the 1st TDSEP component
(a) and the 25th (b).
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Structural MRI

Magnetic resonance imaging (MRI) is a non-invasive technique capable of producing 3D
high resolution images of the human body. It relies on the interaction between the intrinsic
magnetic fields of nuclei and strong externally applied magnetic fields and radiofrequency
pulses. By adjusting internal parameters, related to the onset of the external pulses
and fields, one can change the focus of the image on different anatomical and physio-
logical properties of the tissues. A realistic simulation of those differences is depicted in
Fig. 5.4a [1], for the standard T1, T2 and PD (proton density) parameter set. From the

BrainWeb slice91 T1 PD T2 BrainWeb slice91 T1 PD T2 + ica

(a) (b)

Figure 5.4: Simulated MRI slices for different imaging parameters (a) and the independent
components (b).

observation that different tissues react differently to the changes of parameters, together
with an approximation that each image is composed of linear mixtures of independent
tissues, we have used ICA as a mean to isolate each such tissue. This was performed
with both simulated and real MRI scans, for various MRI parameter sets. These included
the standard 3, to a much enlarged 13 set. The result of applying ICA to the 3 image
simulated data can be seen in Fig. 5.4b.

A quick glance to Fig. 5.4b reveals that the independent components show greater
tissue selectivity than the original images. The first frame, e.g., depicts nearly only cere-
brospinal fluid, whereas the second frame show clearly multiple sclerosis (black spots),
invisible in the classification of the raw data.

Tissue segmentation was as well studied on both unprocessed and ICA-processed data,
by clustering and judiciously coloring Self-Organizing Maps (SOMs), trained for each data
set. The results, for the same simulated data, are shown in Fig. 5.5.

(a) (b) (c) (d) (e)

Figure 5.5: Ground truth segmentation for the simulated MRI data (a), and that found
in SOM for the 3-image (b) and the 13-image (c) data sets. Same for ICA-preprocessed
in (d) and (e).

Most structures are already segmented in the unprocessed data. Yet, the multiple scle-
rosis is somewhat hard to detect there, and is only clearly visible from the ICA processed
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13-image data set. This suggests that both the increase of multispectral MRI and the
pre-processing are efficient strategies for isolating such tissues.

Similar results were observed for real data [1]. Additionally, the application of ICA
to the innovation portion of the MR image yields somewhat better results than the ones
observed for the normal use of ICA.

ICA preprocessing of MRI data was successfully used in a different segmentation ap-
proach, where the acting principle is now a semi-unsupervised use of Support Vector
Machines [2]. The results are very promising (see Fig. 5.6).

Figure 5.6: Segmentation of the simulated data using support vector machines.

Functional MRI

Functional magnetic resonance imaging (fMRI) is based on similar principles as structural
MRI. Yet, with the cost of a clear decrease in spatial resolution, the collection of a full
volume in fMRI takes much less time, allowing for multiple images in succession.

Different oxygenation levels in the blood result in variations of its magnetic properties,
hence in the MR image. Using this principle, together with a clear pattern of stimulation,
several images are collected. One such pattern is the recording of n images with stimulus,
followed by a series of m in resting mode. Standard analysis then look for voxels, or
combinations of voxels, which show an activation pattern in relation to the stimulus.
When ICA is used to process fMRI data, no such stimulus-lock is imposed.

The linear model assumed in our fMRI study is ’transposed’ to the one used in EEG
and MEG recordings, i.e., the independence is not assumed to exist in time, but rather
in space. The mixing matrix, which gives the spatial patterns of activation in EEG and
MEG is now the temporal course of the spatially independent components.

Fig. 5.7 shows that, even in a blind source separation framework, ICA is capable of
identifying components in clear agreement with the particular auditory type of stimulation.
This preliminary study [3] showed as well that brain activity, as well as artifacts, with no
relation to the temporal activation of the stimulus can be detected. Due to the lack
of relation to the stimulus, those signals would be very hard to identify using classical
processing.

Furthermore, even though one asset of ICA is to be unlocked to the stimulus, one may
find useful to search for methods that incorporate additional (small) amounts of prior
information. These can be based on, e.g., semi-blind source separation 2 or Bayesian
methods 3
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Figure 5.7: Independent component, directly related to the auditory stimulus.
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6.1 Content-based image retrieval by self-organizing maps

Erkki Oja, Jorma Laaksonen, Markus Koskela, Ville Viitaniemi, Mika Rum-
mukainen, Mats Sjöberg

Content-based image retrieval (CBIR) has been a subject of intensive research effort for
more than a decade now. It differs from many of its neighboring research disciplines in
computer vision due to one notable fact: human subjectivity cannot totally be isolated
from the use and evaluation of CBIR systems. In addition, two more points make CBIR
systems special. Opposed to such computer vision applications as production quality con-
trol systems, operational CBIR systems would be very intimately connected to the people
using them. Also, effective CBIR systems call for means of interchanging information con-
cerning images’ content between local and remote databases, a characteristic very seldom
present, e.g., in industrial computer vision.

PicSOM

The methodological novelty of our neural-network-based CBIR system, PicSOM [1, 2],
is to use several Self-Organizing Maps in parallel for retrieving relevant images from a
database. These parallel SOMs have been trained with separate data sets obtained from
the image data with different feature extraction techniques. The different SOMs and their
underlying feature extraction schemes impose different similarity functions on the images.
In the PicSOM approach, the system is able to discover those of the parallel SOMs that
provide the most valuable information for each individual query instance.

Instead of the standard SOM version, PicSOM uses a special form of the algorithm, the
Tree Structured Self-Organizing Map (TS-SOM) [3]. The hierarchical TS-SOM structure
is useful for large SOMs in the training phase. In the standard SOM, each model vector
has to be compared with the input vector in finding the best-matching unit (BMU). With
the TS-SOM one follows the hierarchical structure which reduces the complexity of the
search to O(log n). After training each TS-SOM hierarchical level, that level is fixed and
each neural unit on it is given a visual label from the database image nearest to it.

Self-organizing relevance feedback

When we assume that similar images are located near each other on the SOM surfaces,
we are motivated to exchange the user-provided relevance information between the SOM
units. This is implemented in PicSOM by low-pass filtering the map surfaces. All rele-
vant images are first given equal positive weight inversely proportional to the number of
relevant images. Likewise, nonrelevant images receive negative weights that are inversely
proportional to their number. The relevance values are then summed in the BMUs of the
images and the resulting sparse value fields are low-pass filtered.

Figure 6.1 illustrates how the positive and negative relevance responses, displayed
with red and blue map units, respectively, are first mapped on a SOM surface and how
the responses are expanded in the low-pass filtering. As shown on the right side of the
figure, the relative distances of SOM model vectors can also be taken into account when
performing the filtering operation [4]. If the relative distance of two SOM units is small,
they can be regarded as belonging to the same cluster and, therefore, the relevance response
should easily spread between the neighboring map units. Cluster borders, on the other
hand, are characterized by large distances and the spreading of responses should be less
intensive.
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Figure 6.1: An example of how positive and negative map units, shown with red and
blue marks on the top-left figure, are low-pass filtered. Two alternative methods exist;
either we ignore (bottom-left figure) or take into account (bottom-right figure) the relative
distances between neighboring SOM model vectors. In the top-right figure, the relative
distances are illustrated with gray level bars so that a darker shade of gray corresponds
to a longer relative distance between two neighboring map units.

Finally, the set of images forming the result of the query round is obtained by summing
the relevance responses or qualification values from all the used SOMs. As a result,
the different content descriptors do not need to be explicitly weighted as the system
automatically weights their opinions regarding the images’ similarity and relevance.

MPEG-7 content descriptors

Development of content-based image retrieval techniques has suffered from the lack of
standardized ways for describing visual image content. Fortunately, the MPEG-7 inter-
national standard has emerged as both a general framework for content description and a
collection of specific, agreed-upon content descriptors. MPEG-7 aims at standardizing the
description of multimedia content data. It defines a standard set of descriptors that can
be used to describe various types of multimedia information. In the scope of our work, the
most relevant part of MPEG-7 is the implementation of a set of still image descriptors.
Recently, we have integrated the standard MPEG-7 content descriptors into PicSOM [2]
and shown that they can be successfully used with it.

User interaction feature

Relevance feedback can be seen as a form of supervised learning to adjust subsequent
query rounds by using information gathered from the user’s feedback. It is essential that
the learning takes place during one query, and the results are erased when starting a new
one. This is because the target of the search usually changes from one query to the next,
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Figure 6.2: The image labels of a 16×16-sized SOM trained with user interaction data.

and so the previous relevances have no significance any more. This is therefore intra-query
learning.

Relevance feedback provides information which can also be used in an inter-query or
long-term learning scheme. The relevance evaluations provided by the user during a query
session partition the set of seen images into relevant and nonrelevant classes with respect to
that particular query target. The fact that two images belong to the same class is a cue for
similarities in their semantic content. This information can be utilized by considering the
previous user interaction as metadata associated with the images and use it to construct
a user interaction or relevance feature, to be used alongside with the visual features. This
method was presented and experimented with in [5]. An example of a resulting SOM is
illustrated in Figure 6.2. In the figure, a 16×16-sized SOM trained with user interaction
data is shown. It can be observed that images with similar semantic content have been
mapped near each other on the map.

In some cases, the image database may also contain manually assigned or implicit
annotations. These annotations describe high-level semantic content of the image and
often contain invaluable information for retrieval purposes. Therefore, it is useful to
note that the user-provided relevance evaluations discussed above are notably similar to
these annotations. In particular, keyword annotations can be seen as high-quality user
assessments and the presented method can be readily utilized also for these annotations.

Use of segmented images

The general problem of image understanding is intrinsically linked to the problem of image
segmentation. That is, if one understands an image one can also tell what the different
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parts of it are. Segmentation thus seems to be a natural part of image understanding,
but for an automatic system it is never trivial and the results seldom correspond to the
real objects in the picture. But even so segmentation may be useful in CBIR, because
different, visually homogeneous regions somehow characterize the objects and scenes in the
image. The existing approaches differ mainly in the fashion the segment-wise similarities
are combined to form image-wise similarities used in the retrieval.

The implementation of segmentation into PicSOM was done by generalizing the original
algorithm so that not only the entire images but also the image segments are seen as
objects in their own right. The segments are also considered to be sub-objects of the
images they are a part of. The relevance feedback process is modified so that when an
image is marked as relevant all its sub-objects (segments) are also marked as relevant.
Then, after calculating qualification values for all the objects on the different TS-SOMs,
the qualification values of all the sub-objects are summed to their parent objects. Finally,
the values obtained from different maps are again summed up to form the final image-wise
qualification values.

The results of our preliminary experiments have shown that for most of the used ground
truth image classes, the retrieval precision obtained by using both entire and segmented
images together excels that obtained by using either ones alone [6]. In a forthcoming series
of experiments this will be further ensured.

Application to multimedia messages

We have implemented support for multi-part multimedia messages in the PicSOM sys-
tem. The system was modified to take advantage of the hierarchical message structure
when performing content-based searches. This included implementation of new statistical
features for the textual and metadata parts of the messages.

The basic ideas of CBIR can be expanded to more general content-based data retrieval
if some kind of low-level statistical feature vectors can be extracted from that particular
data. For example, text similarity can be evaluated with the n-gram method. If we also
know that some separate data objects are somehow related to each other, we can use
this information in the data retrieval. If we, e.g., have a database that contains images
of different animals, a short textual description and an audio sample for each of them,
we can compare the similarities of the audio samples together with the similarities of the
images and texts to obtain the most similar animals as a search result.

We have formed a database of mutually related objects of regular e-mail messages with
attachment files, where the message texts and the attachments are probably interrelated.
If we now want to search for messages similar to a given reference message, we can use the
content-based data retrieval methods of the PicSOM system to first compare similarities
of the objects of the same object type in different messages. When these results are then
combined, we can evaluate the similarities of the entire messages. On the other hand,
instead of searching for whole messages we can use this same approach to help searching
for individual message attachments. For example, the text part of a message probably
describes what the attachments contain, and the attachments are often related to each
other too. If we want to search for an image of a cat from a multimedia message database,
we can let the system compare not only the images but also the other related textual
objects. The reference message text probably contains the word “cat”, so when searching
for images similar to the one in a reference message, we can also compare the texts of the
messages and return images attached to the texts containing similar words as the search
result.
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CBIR benchmarking

The performance of current CBIR systems is still unclear. The lack of common bench-
marks or performance measurement methods and standardized ways of communicating
have prevented wide-scale performance comparisons. To overcome these difficulties, re-
searchers have been encouraged to make their CBIR systems compatible with the re-
cently developed Multimedia Retrieval Markup Language (MRML), which aims to be the
standard for retrieval system communications. Systems communicating with the same
language could then easily attend public contests such as the planned Benchathlon con-
test (http://www.benchathlon.net). Currently, there exists one open source CBIR system,
the GNU Image Finding Tool (GIFT) developed at the University of Geneva, that uses
MRML.

The MRML language has now been implemented into the PicSOM system which is thus
able to communicate with other MRML-based applications. The PicSOM system contains
a simple method for benchmarking itself. Now, the benchmarking part also communicates
via MRML and this has enabled a performance comparison between PicSOM and GIFT to
be run [7]. The results based on the recall-relative precision curves were a little surprising—
both CBIR systems managed well in some cases, while at the same time both performed
badly in other cases. From the seven classes used in the experiment, the PicSOM and the
Separate Normalization algorithm of GIFT ranked first for three image classes, while the
CIDF algorithm of GIFT performed best for only one class. These results will be valuable
when we will continue the development of the PicSOM system.
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6.2 Content-based retrieval of defect images

Jussi Pakkanen, Jukka Iivarinen

A need for efficient and fast methods for content-based image retrieval (CBIR) has in-
creased rapidly during the last decade. The amount of image data that has to be stored,
managed, browsed, searched, and retrieved grows continuously on many fields of industry
and research.

In this project we have taken a noncommercial CBIR system called PicSOM, and
applied it to several databases of surface defect images. PicSOM has been developed
in our laboratory at Helsinki University of Technology to be a generic CBIR system for
large, unannotated databases. We have made some modifications to the original PicSOM
system that affect mostly feature extraction and visualization parts of PicSOM. As an
extra problem-specific knowledge we have segmentation masks for each defect image. This
information is utilized in PicSOM so that feature extraction is only done for defect areas
in each defect image.

Overview of the method

Interpretation of defect images is a demanding task even to an expert. The defect images
concerned in this work contain surface defects, and they were taken from a real, online
process. Currently we have two major database types: paper and metal surface defects.
Both of these types contain several different defect classes (e.g. dark and light spots, holes,
scratches, oli stains and so on) that are fuzzy and overlapping, so it is not possible to label
defects unambiguously.

In the present work we have adopted the PicSOM system as our content-based image
retrieval (CBIR) system and embedded the defect image databases into PicSOM. PicSOM
has several features that make it a good choice for our purposes. The most important of
these is the fact, that PicSOM can effectively combine search results of different features.
This makes adding new features fast and efficient.

Features for defect characterization Several types of features can be used in Pic-
SOM for image querying. These include features for color, shape, texture, and structure
description of the image content. When considering defect images, there are two types of
features that are of interest: shape features and internal structure features. Shape fea-
tures are used to capture the essential shape information of defects in order to distinguish
between differently shaped defects, e.g. spots and wrinkles. Internal structure features are
used to characterize the gray level and textural structure of defects.

One of the advantages of PicSOM is its open architecture. This makes it simple to
add new features to the system. Originally we used simple descriptors for shape, texture
features based on the co-occurrence matrix, and the gray level histogram. Currently we
use the following features, most of which come from the MPEG-7 standard.

Scalable Color descriptor is a 256-bin color histogram in HSV color space, which is
encoded by a Haar transform.

Color Layout descriptor specifies a spatial distribution of colors. The image is divided
into 8 × 8 blocks and the dominant colors are solved for each block in the YCbCr
color system. Discrete Cosine Transform is applied to the dominant colors in each
channel and the DCT coefficients are used as a descriptor.
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Color Structure descriptor captures both color content and the structure of this content.
It does this by means of a structuring element that is slid over the image. The
numbers of positions where the element contains each particular color is recorded
and used as a descriptor. As a result, the descriptor can differentiate between images
that contain the same amount of a given color but the color is structured differently.

Edge Histogram descriptor represents the spatial distribution of five types of edges in
16 sub-images. The edge types are vertical, horizontal, 45 degree, 135 degree and
non-directional, and they are calculated by using 2x2-sized edge detectors for the
luminance of the pixels. A local edge histogram with five bins is generated for each
sub-image, resulting in a total of 80 histogram bins.

Homogeneous Texture descriptor filters the image with a bank of orientation and scale
tuned filters that are modeled using Gabor functions. The first and second moments
of the energy in the frequency domain in the corresponding sub-bands are then used
as the components of the texture descriptor.

Shape feature For shape description, we use our own problem-specific shape feature set
that was developed for surface defect description. It consists of several simple de-
scriptors calculated from a defect’s contour. The descriptors are convexity, principal
axis ratio, compactness, circular variance, elliptic variance, and angle.

These features were found to work very well on classification experiments using a smaller,
pre-classified data base.

Experiments

The problem at hand is now the following one: Given a new defect or a set of defects,
retrieve similar defects that might have appeared previously. The retrieval is based on
shape and internal structure features, so there is no need for manual annotation or labeling.
The largest defect database has almost 45000 defect images that were taken from a real,
online process. The images have different kinds of defects, e.g. dark and light spots, holes,
and wrinkles. They are automatically segmented beforehand so that each defect image
has a gray level image and a binary segmentation mask that indicates defect areas in the
image. The image database was provided by our industrial partner, ABB oy.

Two example queries in Figure 6.3 show that the system works quite well. Under the
TS-SOMs are the images selected by the user (the so called query images), and at the
bottom are the images returned by the PicSOM system. All returned images are visually
similar to the query images. The system retains a similar level of success when queried
with different types of defects. The true power comes from combining the maps. The
PicSOM engine combines the various maps in a powerful manner, yielding good results.

Conclusions

In this project a noncommercial content-based image retrieval (CBIR) system called Pic-
SOM is applied to retrieval of defect images. New feature extraction algorithms for shape
and internal structure descriptions are implemented in the PicSOM system. The results
of experiments with almost 45000 surface defect images show that the system works fast
with good retrieval results.
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Figure 6.3: Example PicSOM queries.

References

[1] J. Iivarinen and J. Pakkanen, Content-Based Retrieval of Defect Images, In Proceedings
of Advanced Concepts for Intelligent Vision Systems, pp. 62–67, 2002

[2] J. Pakkanen and J. Iivarinen, Content-based retrieval of surface defect images with
MPEG-7 descriptors, In K. Tobin Jr. and F. Meriaudeau, editors, Proceedings of Sixth
International Conference on Quality Control by Artificial Vision, Proc. SPIE 5132,
pp. 201–208, 2003.



108 Image analysis applications

6.3 Extended fluid-based image registration

Ramūnas Girdziušas, Jorma Laaksonen

Estimation of displacement fields between scalar densities is important in a diverse range
of computer vision areas, e.g., patient-to-atlas registration of medical images and object
motion field computation.

We investigate a family of state-of-the-art fluid-based image registration (FIR) algo-
rithms posed as a constrained optimization problem [1]. In particular, we analyze the
Navier-Stokes prior for the velocity field [2], which depends on Lamé constants µ and λ:

∫

Ω
µ||∇v + ∇vT ||2 + 2λ(∇ · v)2dx . (6.1)

The choice of the Lamé constants greatly affects image registration results as can be seen
in the toy problem shown in Figure 6.4a-e.

There exists evidence that FIR algorithms perform significantly better, provided that
the Lamé constants are enriched with spatio-temporal variability. An example is given in
Figure 6.4f-g, where at certain points image intensity-driven fluid-registration algorithm
produces 5–10 times lower angular errors of the estimated velocity field than one of the
state-of-the-art phase-driven optical flow algorithms.

We are constructing an extended FIR model which: (1) behaves stochastically, (2)
allows automatic choice of the Lamé constants, (3) utilizes the information from the image
registration results at previous time instants.

(a) (b) (c) (d) (e)

A

B

C

(f) (g)

Figure 6.4: Circle (a) matching to letter ‘C’ (e). Grid deformation is shown: (b) for the
weakly elliptic λ + 2µ ¿ 1 model, (c) Laplacian case λ + µ = 0 and (d) strong ellipticity
smoothing λ + 2µ À 1. Optical flow estimation of the simulated ‘fly-through’ Yosemite
valley image sequence. Reference frame (f) and optical flow field (g). True flow is depicted
in red color, phase-based estimate is shown in green, and fluid-based results in blue.
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7.1 Introduction

Automatic on-line recognition of handwritten text has been an on-going research problem
for four decades. It has been gaining more interest lately due to the increasing popularity
of hand-held computers, digital notebooks and advanced cellular phones. Traditionally,
man-machine communication has been based on keyboard and pointing devices. These
methods can be very inconvenient when the machine is only slightly bigger or same size
as human palm. Therefore, handwriting recognition is a very attractive input method.

The most prominent problem in handwriting recognition is the vast variation in per-
sonal writing styles. There are also differences in one person’s writing style depending on
the context, mood of the writer and writing situation. The writing style may also evolve
with time or practice. A recognition system should be insensitive to minor variations and
still be able to distinguish different but sometimes very similar-looking characters. Recog-
nition systems should, at least in the beginning, be able to recognize many writing styles.
Such user-independent systems that allow free writing style usually have quite limited
recognition accuracies. One way to increase performance is adaptation, which means that
the system learns its user’s personal writing style.

The goal of the On-line Recognition of Handwritten Characters project has been to
develop adaptive methods for on-line recognition of handwritten characters. In this case,
adaptation is to be understood in its most demanding sense, i.e. that the system is able to
learn new writing styles during its normal use. Due to the learning, the user can use his
own natural style of writing instead of some constrained style. Our work has concentrated
on recognition of isolated alphanumeric characters and has been carried out in co-operation
with Nokia Research Center in years 1997–2002.

The recognition is based on using a set of prototype characters stored in the memory
of the system. The input characters are then classified on the basis of their Dynamic Time
Warping (DTW) distances to the prototypes. A prototype-based recognition system can
easily be adapted to a new writing style by modifying the prototype set: new prototypes
can be added, existing prototypes can be reshaped so that they better represent the
user’s writing style, and prototypes which are not used or which cause more erroneous
classifications than correct ones can be inactivated. According to our experiments, best
results are obtained if all these three modes of adaptation are used together.

Figure 7.1: The user interface of the char-
acter recognition system running in a Linux
PDA.

Lately, the character recognizer has
been implemented in a Compaq iPAQ PDA
device running Linux operating system.
Additionally, support for recognition of en-
tire words instead of single characters has
been added. This mode is based on a sim-
ple language model that uses a dictionary
of words. The adaptation of the character
prototypes is then carried out after the user
has accepted the written word from the
given list. Figure 1 depicts this situation:
The user has written the characters ‘a’, ‘u’,
‘t’, ‘o’ and the system has recognized each
of the characters correctly as shown on the
top row of the pop-up list. Also, the cor-
responding word “auto” has been found in
the dictionary along with other words with
decreasing similarity.
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7.2 Adaptive prototype-based character classifiers

Vuokko Vuori, Jorma Laaksonen, Erkki Oja

With adaptive handwritten character recognition systems, it is essential to find a good
initial recognition system which performs reasonably well, quickly and accurately, with all
kinds of writers. The adaptation process has to be quick in the sense that the user does
not have to input several character samples to teach the system a new writing style. In ad-
dition, the adaptation should be carried out in a self-supervised fashion during the normal
use of the device, i.e. the correct classes of the input characters should be automatically
deduced from the user’s actions and responses to the recognition results. Naturally, the
system should be robust against labelling errors of such training samples.

A prototype set which covers as many as possible alternative ways of writing characters
is crucial for the initial recognition system to be able to work well with users using their
natural writing styles. We have applied four hierarchical clustering algorithms to a large
international database in order to create such a prototype set. In addition, we have
experimented with two clustering indices to automatically determine the number of cluster,
i.e. different prototypes. On the basis of the results of these experiments, we claim that a
good set of prototypes can be formed from the combined results of the different clustering
algorithms, but the number of clusters cannot be determined automatically and some
human intervention is required [1].

One of the drawbacks of prototype-based classifiers is that the recognition time de-
pends linearly on the size of the prototype set and on the complexity of the similarity
measure defined for the prototypes and character samples. The computational complexity
of the DTW algorithm depends quadratically on the average number of data points in the
prototypes and character samples. We have designed a two-phase recognition scheme in
which the prototype set is first pruned and ordered on the basis of a fast preclassification
performed with heavily down-sampled character samples and prototypes. Then, the final
classification is performed without down-sampling by using the reduced set of prototypes.
Faster classification can also be achieved by posing stricter constraints for the nonlinear
matching of the data points [1].

Another approach to speed up and enhance the recognition is to prune out those proto-
types which are not used by the current user. We performed experiments in which writing
styles of several writers were analyzed. The aim of the analysis was to find correlations in
the usage of the prototypes and clusters of different writing styles. So the recognition sys-
tem would be able to predict which prototypes could be pruned on the basis of character
samples collected from the user and the estimation of the cluster in which user belongs
to. The clustering analysis for the writing styles was performed with a Self-Organizing
Map (SOM). The experiments showed that clusters of writing styles can be found, but
the writers cannot be reliably assigned to them on the basis of a small set of arbitrary
character samples [1].

When prototypes are always added in the adaptation, the recognition rate improves
quickly, but the size of the prototype set tends to grow considerably. Therefore the proto-
type reshaping mode should be utilized too, as the recognition rates will then improve and
the size of the prototype set remain the same. However, reshaping is not sufficient when
used alone if the user’s character samples and the prototypes are too different. According
to our experiments, only two new prototypes per class would be enough for adapting the
recognition system to a writing style. A prototype inactivation scheme is necessary if some
of the samples are incorrectly labeled. Otherwise, the adaptation will be more harmful
than useful if the probability of labeling errors is more than approximately 3-4 percent [2].
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7.3 Adaptive committee techniques

Matti Aksela, Jorma Laaksonen, Erkki Oja

Combining the results of several classifiers can improve performance because in the outputs
of the individual classifiers the errors are not necessarily overlapping. In addition, the
combination method can be adaptive. The two most important features of the member
classifiers that affect the committee’s performance are their individual error rates and the
diversity of the errors. The more different the mistakes made by the classifiers, the more
beneficial the combination of the classifiers can be.

Selecting member classifiers is not necessarily simple. Several methods for classifier
diversity have been presented to solve this problem. In [3] a scheme weighting similar
errors made in an exponential fashion, the Exponential Error Count method, was found
to provide good results. Still, the best selection of member classifiers is highly dependent
on the combination method used.

We have experimented with several adaptive committee structures. Two effective
methods have been the Dynamically Expanding Context (DEC) and Class-Confidence
Critic Combining (CCCC) schemes [4]. The DEC algorithm was originally developed for
speech recognition purposes. The main idea is to determine just a sufficient amount of
context for each individual segment so that all conflicts in classification results can be
resolved. In the DEC committee, the classifiers are initialized and ranked in the order of
decreasing performance. Results of the member classifiers are used as a one-sided context
for the creation of the DEC rules. Each time a character is input to the system, the
existing rules are searched through. If no applicable rule is found, the default decision is
applied. If the recognition was incorrect, a new rule is created.

In our CCCC approach the main idea is to try to produce as good as possible an esti-
mate on the classifier’s correctness based on its prior behavior for the same character class.
This is accomplished by the use of critics that assign a confidence value to each classifica-
tion. The confidence value is obtained through constructing and updating distributions of
distance values from the classifier for each class in every critic. The committee then uses
a decision mechanism to produce the final output from the input label information and
critic confidence values. The adaptive committee structures have been shown to be able
to improve significantly on their members’ results [4].
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8.1 Self-organizing maps: introduction

Teuvo Kohonen

The name Self-Organizing Map (SOM) signifies a class of neural-network algorithms in
the unsupervised-learning category. In its original form the SOM was invented by the
founder of the Neural Networks Research Centre, Professor Teuvo Kohonen in 1981-82,
and numerous versions, generalizations, accelerated learning schemes, and applications of
the SOM have been developed since then.

The central property of the SOM is that it forms a nonlinear projection of a high-
dimensional data manifold on a regular, low-dimensional (usually 2D) grid. In the display,
the clustering of the data space as well as the metric-topological relations of the data items
are clearly visible. If the data items are vectors, the components of which are variables with
a definite meaning such as the descriptors of statistical data, or measurements that describe
a process, the SOM grid can be used as a groundwork on which each of the variables can be
displayed separately using grey-level or pseudocolor coding. This kind of combined display
has been found very useful for the understanding of the mutual dependencies between the
variables, as well as of the structures of the data set.

The SOM has spread into numerous fields of science and technology as an analysis
method. We have compiled a list of over 5000 scientific articles that apply the SOM or
otherwise benefit from it.

The most promising fields of application of the SOM seem to be

• data mining at large, in particular visualization of statistical data and document
collections,

• process analysis, diagnostics, monitoring, and control,

• biomedical applications, including diagnostic methods and data analysis in bioinfor-
matics, and

• data analysis in commerce, industry, macroeconomics, and finance.
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8.2 5384 works on SOM

Merja Oja, Samuel Kaski, Teuvo Kohonen

The Self-Organizing Map (SOM) algorithm has attracted a great deal of interest among
researches and practitioners in a wide variety of fields. The SOM has been analyzed
extensively, a number of variants have been developed and, perhaps most notably, it
has been applied extensively within fields ranging from engineering sciences to medicine,
biology, and economics. We have collected a comprehensive list of 5384 scientific papers
that use the algorithms, have benefited from them, or contain analyses of them. The list
is intended to serve as a source for literature surveys.

The collection is available at the WWW address http://www.cis.hut.fi/nnrc/

refs/ (cf. [1, 2]).

A SOM of SOM references. The SOM references were organized onto a document
map to study the relationships between the topic categories, and to provide an interface
for browsing and searching the collection. A WEBSOM [3] was computed using the titles
of the documents. For some documents also an abstract was available and it was used in
the computation.

The map is available for browsing and search in the address http://websom.hut.fi/
websom/somref/search.cgi.
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8.3 Median self-organizing map of human endogenous retro-
viruses

Merja Oja, Panu Somervuo, Samuel Kaski, Teuvo Kohonen

Only about two percent of human DNA codes for proteins. The function of the rest
is unknown, and it has been called “junk DNA.” It is, however, far from random, and
numerous studies (for a review see [1]) have already shown that it may serve for meaningful
functions.

About 45 per cent of the DNA [2] is derived from transposons, parts of genome capable
of moving or copying themselves in the genome. About eight per cent consists of specific
kinds of transposons, called human endogenous retroviruses (HERV). Human retroviruses
such as HIV in general are viruses capable of copying their genetic code to the DNA
of humans, and they become endogenous once they have been copied to the germ-line.
Human endogenous retroviruses, in contrast to some other human transposons, are not
capable of moving any longer but it has been suggested that they may have functions in
regulating the activity of human genes, and may produce proteins under some conditions
[3]. It is important to learn more about the HERVs and their effect on our genome.

We have started studies on human endogenous retroviruses (HERVs) by exploring their
mutual relationships and their similarities to other DNA elements [4]. We demonstrated
that a completely data-driven grouping is able to reflect same kinds of relationships as more
traditional biological classifications and phylogenetic taxonomies. The clusters and their
visualization were computed with the Median Self-Organizing Map algorithm [5] of pair-
wise FASTA-based distances [6]. The whole-sequence distances were able to distinguish
between the different known types of endogenous elements, and exogenous retroviruses.
The HERVs became grouped meaningfully (see Figure 8.1).
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Figure 8.1: Part of the Median SOM of HERV, LINE, and exogenous retrovirus se-
quences. Every second (bordered, and dotted if not being a best match for any sequence)
hexagon denotes a SOM unit, and the rest are U-matrix entries indicating distance be-
tween the units. The resulting light areas are clusters and black stripes borders be-
tween them. Symbols of the sequences have been inserted to the locations where the
sequences have been mapped. Manually assigned names for the clusters are presented on
the map. (V=virus, RV=retroV, SV=sarcomaV, OSV=osteoSV, LV=leukemiaV, Mu=murine,

TLV=T-lymhocytic V, CV=carcinomaV, AEV=arthitis-encephalitis V, IAV=infectious anemia V,

MCV=myelocytomatosis V, FFV=focus forming V.)
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8.4 Self-organization of very large document collections

Teuvo Kohonen, Samuel Kaski, Krista Lagus, Vesa Paatero

Text mining systems are developed to aid the users in satisfying their information needs,
which may vary from searching answers to well-specified questions to learning more of
a scientific discipline. The major tasks of web mining are searching, browsing, and vi-
sualization. Searching is best suited for answering specific questions of a well-informed
user. Browsing and visualization, on the other hand, are beneficial especially when the
information need is more general, or the topic area is new to the user. The SOM, applied
to organizing very large document collections, can aid in all the three tasks.

The WEBSOM method

In a method that we have called the WEBSOM [1], a massive collection of documents can
be organized efficiently on a large self-organized map.

The computation of document maps. In short, the method is as follows: Encode
each document using the vector space model [2] with word weighting. Rare words and a
stoplist of common words are excluded. The document vectors are condensed for com-
putational reasons by applying the random projection [3] method. Finally, the document
vectors are automatically ordered on a self-organizing map. Various shortcut methods are
applied in the construction of large SOMs, including application of a pointer representa-
tion in the random projection for fast generation of the document vectors, utilization of
the Batch Map algorithm for SOM learning, accelerated winner search, speeded distance
computation by neglecting zero-valued elements in the vectors, rapid estimation of a larger
map based on a smaller one, and saving memory by using reduced accuracy in storing the
maps. It has been shown [1] that while these shortcut methods reduce computation time
by an order of O(d) where d is the vocabulary size (nearly 50,000 in our largest experi-
ment), the quality of the maps is practically the same as with a computation where no
shortcut methods have been applied.

User interface. The final document map is presented as a series of HTML pages and
clickable images that enable exploration of the grid points: a mouse click on a grid point
brings to view the links to documents residing in that grid point. The documents, stored
in a database, can then be read by following the links. A large map can be first zoomed to
view subsets of it more closely. For the largest maps we have used several zooming levels.
To provide guidance in the exploration, an automatic method, described in [4], has been
utilized for selecting keywords to characterize map regions. The selected words have been
marked on the map display.

Content-addressable search. The interface to the map has been provided with a form
field into which the user can type a query in the form of a short “document.” This query
is preprocessed and a document vector is formed in the exactly same manner as for the
stored documents. The resulting vector is then compared with the “models” of all SOM
grid points, and the best-matching points are marked with circles on the map display: the
better the match, the larger the circle. These locations provide good starting points for
browsing.
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Keyword search. If the user wants to find documents containing a single keyword or
very few keywords, one can search the map using a more conventional keyword search
mode which is provided as an alternative to the content addressable search. The keyword
search is performed by accessing an index from each word to the map units where that
word occurs.

Experiments

The largest published map

The largest WEBSOM map made so far is a map of 6,840,568 patent abstracts that were
available in electronic form and written in English. The size of the SOM was 1,002,240
models (neurons), and the dimensionality of each model was 500. The representation
for each document has been made by projecting the 43,222-dimensional word histogram
randomly onto the final 500-dimensional space. Formation of the document map and
the interface took altogether about 6 weeks with the newest speedup methods; searching
occurs in a few seconds.

The Britannica map

For this map, published in [5], the collection consisted of about 68,000 articles from the
Encyclopaedia Britannica, and additionally summaries, updates, and other miscellaneous
material of about 43,000 items. Very long articles were split into several sections, resulting
in a total of about 115,000 documents.

The documents were preprocessed to remove HTML markup, links and images. In-
flected word forms were converted to their base forms using a morphological analyzer. The
average length of the documents was 490 words. The size of the finally accepted vocabulary
was 39,058 words. The words were weighted by the inverse document frequency (IDF).
The representation for each document was made by projecting the 39,058-dimensional
weighted word histogram randomly onto the final 1000-dimensional space.

The size of the SOM was 12,096 units. Speedups were employed in the creation of
the map, namely SOM magnification, and the batch map algorithm where the speeded
winner search was employed for fast convergence. The model vectors were represented
using reduced accuracy to decrease the memory requirements.

Figure 8.2 exemplifies a case of keyword search. The map and the collection can be
explored using a WWW-browser. Further examples of document maps can be found at
http://websom.hut.fi/websom/.

Once an interesting region has been located e.g. by the search facility, it can be explored
by zooming on the map. Figure 8.3 shows an example of how the local ordering of the
map may be useful for examining a topic.

Using the document maps for improving search results

Previously, it has been shown how the maps can be utilized for exploration of a large
document collection with the help of a browsing interface and the visualized map display.
However, as described in [6], the document maps can also be applied for searching without
the benefit of the visual interface.

When using the small CISI test collection intended for information retrieval tests, a
statistically significant improvement was found when comparing to the standard vector
space model. The favourable effect is considered to be due to the fact that the document
map brings into the result set similar, relevant documents that do not contain otherwise
sufficient amount of the particular words utilized in the search expression.
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"whale"
Search:

(b)

(a)

(c)

habitats

Whales from the perspective

whales, their properties, and
of biology, different kinds of  

Conservation of nature in
general, Whaling agreement,
Territorial limits and marine
resources

Modern whaling, primitive
whaling, harpoons,  eskimos

Figure 8.2: The map of Encyclopaedia Britannica articles where the results of a search for
’whale’ are depicted. The document map is visualized in the background, and the lighter
shades of colour correspond to document clusters. The words written on the document
map have been selected automatically using the method described in [4]. The search hits
are indicated with blue circles, the size of which describes the goodness of the hit. Three
different aspects regarding whales are described in the insets.
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Figure 8.3: A close-up of the map of Encyclopaedia Britannica articles. The user has
clicked a map region with the label ’shark’, obtaining a view of a section of the map with
articles on sharks, various species of fish and eel (in the middle and left); insects and larvae
(lower right corner); various species of birds (upper right corner); etc. Searches performed
on the map confirm that also whales and dolphins can be found nearby (not shown). A
topic of interest is thus displayed in a context of related topics. The three insets depict
the contents of three map units, i.e., titles of articles found in the unit. By clicking the
title, one may read the article. The ’descriptive words’ list was obtained with the labeling
method [4] and contains a concise description of the contents of the map unit.
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Conclusions

We have demonstrated that it is possible to scale up the SOMs in order to tackle very
large-scale problems. The strength of the large map displays is in “finding” rather than
“searching for” relevant information. Nevertheless, experiments on a small reference col-
lection indicate that the obtained clusters may serve as meaningful sub-topics that can be
used to improve accuracy also in a more focused search task.

Although initially designed for text mining, WEBSOM document maps have additional
applications in other fields of natural language processing. Examples of such applications
are described in Section 12 where the document maps have been aplied to improving
speech recognition and for word sense disambiguation.
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9.1 Introduction

Our research on cognitive systems focuses on modeling and applying methods of unsuper-
vised and reinforcement learning. The general aim is to provide a methodological frame-
work for theories of conceptual development, symbol grounding, communication among
autonomous agents, and constructive learning. We also work in close collaboration with
other groups in our laboratory, e.g., related to multimodal environments and sensory fu-
sion.
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9.2 Unsupervised learning for agent communication

Traditional cognitive models and language technologies widely neglect the fact that lan-
guage users learn the language in a large varity of contexts. This leads into varying inter-
pretation of expressions. When this aspect is not carefully considered also the practical
applications suffer from problems related to the basic underlying assumptions. Perhaps the
most striking classical example can be given in the area of information retrieval. Namely,
it has been found that in spontaneous word choice for objects in five domains, two people
favored the same term with less than 20% probability. Moreover, it has been shown that
different indexers, well trained in an indexing scheme, might assign index terms for a given
document differently. It has also been observed that an indexer might use different terms
for the same document at different times. In summary, while developing models of linguis-
tic cognition or some computational tools, we cannot assume that there is a commonly
shared model among the language users. On contrary, we have to be able to develop
systems that are capable, among other things, to conduct meaning negotiations.

Abstract model of adaptive communicating agents

At an advanced level of multi-agent co-operation, as mentioned above, each agent has its
own model of the environment. Thus, each agent has an individual interpretation for the
relationship between the messages and the environment. These differences in the agents’
models motivate the development of methods which provide the agents with the ability to
learn, including learning to interpret messages from other agents.

The agents can perceive their environment, they are part of it, and possibly they can
change it. The environment may be a computerized representation, constructed, or natu-
ral. The borderlines of these domains may, of course, be vague. A natural environment,
in particular, is ever-changing, and consists of various continuous phenomena.

We have considered the possibility of applying a natural, or near-natural language as
the communication medium. The general properties of natural languages necessitate some
capabilities that autonomous agents will need to have. These basic properties of natu-
ral languages and their interpretation include ambiguity, contextuality, open-endedness,
vagueness, and subjectivity.

Ambiguity or vagueness, then, can be considered a necessity when the communication
medium is used in an open and changing environment in which having a distinct and a
priori determined symbol, or combination of symbols, would be difficult, or even impossi-
ble. Finally, to ensure successful communication, both the sending and the receiving agent
must share a similar enough framework of interpretation, and the message or the situation
must contain enough information to activate a proper framework for the receiver.

Adaptive communicating agents based on Self-Organizing Map

We have developed a model of communicating agents based on the self-organizing map
algorithm [5]. An agent has the following properties: it can perceive its simulated environ-
ment, it can move in its environment, it can perform some simple actions, and it can send
and receive messages. The main components of its internal structure include a short-term
and a long-term memory, and a decision making mechanism. Although these two memory
types are closely interconnected, they have different implementations: episodic memory is
dynamic and accurate in nature, whereas semantic memory is adaptive and approximative
being based on the self-organizing map. The key idea is to provide the means for each
agent to associate continuous-valued parameter spaces to sets of symbols, and furthermore,
to “be aware” of the differences in this association and to learn those differences explicitly.
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These kinds of abilities are especially required by highly autonomous agents that need to
communicate using an open set of symbols or constructs in the agent language. [2,4]

The self-organizing map is especially suitable for the central processing element of
autonomous agents because of the following reasons:

• The self-organizing map algorithm modifies its internal presentation, i.e., the code-
book vectors, according to the external input which enables the adaptation of the
agents.

• The self-organizing map is able to process natural language input to form “semantic
maps” [6].

• Symbols and continuous variables may be combined in the input, and are associated
by the self-organizing map. Continuous variables may be quantized, and a symbolic
interpretation can be given for each section in the possibly very high-dimensional
space of perceptual variables [1].

• Because the self-organizing map implements unsupervised learning, processing ex-
ternal input without any prior classifications is possible. The autonomous agent
may form an individual model of the environment and of the relation between the
expressions of the language and the environment [2]. In general, the basic approach
is compatible with the framework of constructive learning theories [3].
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9.3 Reinforcement learning in multiagent systems

Reinforcement learning methods have attained lots of attention in recent years. Although
these methods and procedures were earlier considered to be too ambitious and to lack a
firm foundation, they have been established as practical methods for solving, e.g., Markov
decision processes (MDPs). However, the requirement for reinforcement learning methods
to work is that the problem domain in which these methods are applied obeys the Marko-
vian property. Basically this means that the next state of a process depends only on the
current state, not on the history. In many real-world problems this property is not fully
satisfied. However, many reinforcement learning methods can still handle these situations
relatively well. Especially, in the case of two or more decision makers in the same sys-
tem the Markovian property does not hold and more advanced methods should be used
instead. A powerful tool for handling these highly non-Markovian domains is the concept
of Markov game. In this project, we have developed efficient learning methods based on
the asymmetric learning concept and tested the developed methods with different problem
domains, e.g. with pricing applications.

Markov games

With multiple agents in the environment, the fundamental problem of single-agent MDPs
is that the approach treats the other agents as a part of the static environment and thus
ignores the fact that the decisions of the other agents may influence the state of the
environment.

One possible solution is to use competitive multiagent Markov decision processes, i.e.
Markov games. In a Markov game, the process changes its state according to the action
choices of all agents and can thus be seen as a multicontroller MDP. In Fig. 9.1, there is
an example of a Markov game with three states (s1,s2,s3) and two agents. The process
changes its state according to probability P (si|s1, a

1, a2), i = 2, 3, where a1, a2 are actions
selected by the agents 1 and 2.

s1

s2

s3

1
1

2P(s |s ,a , a )2

P(s |s ,a , a )3 1
1 2

Figure 9.1: An example Markov game with three states.

In single-agent MDPs, it suffices to maximize the utility of the agent in each state. In
Markov games, however, there are multiple decision makers and more elaborated solution
concepts are needed. Game theory provides a reasonable theoretical background for solv-
ing this interaction problem. In the single-agent learning, our goal is to find the utility
maximizing rule (policy) that stipulates what action to select in each state. Analogously,
in a multiagent setting the goal is to find an equilibrium policy between the learning
agents.
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Practical learning methods

We have concentrated on the case where the state transition probabilities and utility values
are not known to the learning agents. Instead, the agents observe their environment and
learn from these observations. In general, we use the update rule in the following form:

Qi
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t ) is the estimated utility value for the agent i at the time instance t when

the system is in the state st and agents select actions a1
t , . . . , a

N
t . ri

t+1 is the immediate
reward for the agent i and γ is the discount factor. f is the function used to evaluate
values of the games associated with states. If a symmetric evaluation function is used, i.e.
Nash or correlated equilibrium function, the update rule is similar for each agent. In the
asymmetric case, there is an ordering (some agents make their decisions prior other agents)
among learning agents and thus the learning rules are different on different levels of the
corresponding agent hierarchy. Further discussion about symmetric learning methods can
be found in [1] and [2]. Respectively, fundamental principles and theoretical analysis of
the asymmetric model can be found in [3].

Grid world example

In this section we provide a simple example of multiagent reinforcement learning. Let
us consider a grid world containing nine cells, two competing agents and two goal cells
(Fig. 9.2). Initial positions of the agents are the bottom corners 1 and 2, respectively, and
they can move to adjacent cells (4-neighborhood) on each round. An agent gets a large
positive payoff when it founds the right goal cell. Additionally, it gets a small negative
payoff if it collides with its opponent, i.e. both agents move into the same cell, and the
agents are returned back to their original cells.

G2 G1

21

Figure 9.2: The game board used in the grid world example. Agents are initially located
in the cells marked with numbers 1 and 2. Goal cells are marked with symbols G1 and
G2.

When this problem is modeled as a Markov game, a state is a pair containing the
positions of the agents and the actions are the directions of movement. The problem was
solved by using the asymmetric multiagent reinforcement learning method with discount
factor γ = 0.99. In this asymmetric setting, the agent 1 decides his action first (leader) and
the agent 2 (follower) reacts optimally to this selection. The learning process converged to
the optimal paths (policy functions) shown in Fig. 9.3. Corresponding convergence curves
can be found in Fig. 9.4, in which changes in Q-values, i.e. the Euclidean distance between
two vectors containing Q-values of the consecutive iterations of the learning algorithm, are
plotted against iteration rounds. More detailed empirical evaluations of the asymmetric
learning method can be found in [4] and [5].
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Figure 9.3: Some optimal paths generated by the asymmetric multiagent reinforcement
learning model.
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Figure 9.4: The convergence of the asymmetric learning method in the grid world example
problem.
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9.4 Emergence of linguistic features using Independent
Component Analysis

Language technology is very central area in the development of intelligent systems. Tradi-
tionally, much of the development work has been manual: encoding linguistic and domain
knowledge even for a single system may even take years. We have been studying how
aspects of human language learning could be modeled, potentially resulting into (a) more
realistic cognitive models than those based on, e.g., rule-based representations, and (b)
efficient tools for applications in, for instance, information retrieval, natural language inter-
faces, machine translation and computer supported collaborative work. In the following,
we consider one specific aspect of language learning, i.e, how categories of words can be
learned from input data without supervision.

Word Category Learning

A word can belong to several syntactic categories simultaneously. The number of categories
is even higher if one takes into account the semantic categories. Such categorization has
traditionally been determined by hand: the categories into which a word belongs to are
described in a manually collected dictionary.

In order to facilitate learning of word categories, the self-organizing map has earlier
been used in the analysis of word context data, e.g., in [4] (artificially generated short
sentences), and [1] (Grimm fairy tales). The result of a word context analysis based on
the self-organizing map algorithm can be called a word category map. Areas or local
regions on a word category map are implicit categories that have emerged during the
learning process. Single nodes in the map can be considered as adaptive prototypes. Each
prototype is involved in the adaptation process in which the neighbors influence each other
and the map is gradually finding a form in which it can best represent the input.

One classical approach for defining concepts is based on the idea that a concept can
be characterized by a set of defining attributes. In contrast, the prototype theory of
concepts involves that concepts have a prototype structure and there is no delimiting set
of necessary and sufficient conditions for determining category membership that can also
be fuzzy. Instances of a concept can be ranked in terms of their typicality. Membership
in a category is determined by the similarity of an object’s attributes to the category’s
prototype.

The emergent categories on a word category map are implicit. The borderlines for any
categories have to be determined separately. It would be beneficial if one could find more
explicit categories in an automated analysis. Moreover, each word appears in one location
of the map. This means, among other things, that one cannot have a map in which several
characteristics or categories of one word would be represented unless the the categories
overlap and accordingly the corresponding areas of the map overlap. In some cases, this
is the case: it is possible to see the area of modal verbs inside the area of verbs, e.g., on
the map in our earlier research [1]. However, one might wish to find a sparse encoding
of the words in such a way that there would be a collection of features associated with
each word. For instance, a word can be a verb, a copula and in past tense. It is an old
idea in linguistics to associate words with features. The features can be syntactic as well
as semantic However, these features are, as already mentioned, given by hand, and the
membership is crisp.



Adaptive cognitive systems 131

Independent component analysis of word contexts

We have studied the emergence of linguistic representations through the analysis of words
in contexts using the Independent Component Analysis (ICA) [3]. The ICA learns features
automatically in an unsupervised manner. Several features for a word may exist, and the
ICA gives the explicit values of each feature for each word. In our experiments, we have
shown that the features coincide with known syntactic and semantic categories. As a
simple example, the method is able to find a feature that is shared by words such as
“must”, “can” and “may”, i.e. modal verbs.

In one of our experiments, we formed a context matrix C in which cij denotes the
number of occurrences jth word in the immediate context of ith word, i.e, ith word
followed by jth word with no words between them. This provided a 100× 2000 matrix. A
logarithm of the number of occurrences was taken in order a reduce the effect of the very
most common words in the analysis and finally each word vector was normalized to unit
length.

The results of the ICA analysis corresponded in most cases very well or at least rea-
sonably well with our preliminary intuitions. The system was able to automatically create
distributed representations as a meaningful collection of emergent linguistic features; each
independent component was one such feature. For instance, Fig. 9.5 shows how the third
component is strong in the case of nouns in singular form. A similar pattern was present
in all the nouns with three exceptional cases with an additional strong fourth component
indicated in Fig. 9.6. The reason appears to be that “psychology”, “neuroscience”, and
“science” share a semantic feature of being a science or a scientific discipline. This group
of words provide a clear example of distributed representation where, in this case, two
components are involved.
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Figure 9.5: ICA features for “model”, “network” and “problem”.
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Figure 9.6: ICA features for “neuroscience”, “psychology” and “science”.

We have been able to show how independent component analysis can bring an ad-
ditional advantage of finding explicit features that characterize words in an intuitively
appealing manner. Independent component analysis appears to make possible a quali-
tatively new kind of result which have earlier been obtainable only through hand-made
analysis. In the future, we will study more in detail what is the relationship between
automatically acquired categories and manually defined ones.
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10.1 Introduction

Bioinformatics refers to the study of biomedical data using methods from mathematics,
statistics, and computer science. In particular, gene sequencing and functional genomics
experiments produce massive amounts of high-dimensional data that are being collected
into community resource databases. The data needs to be analyzed, mined, understood,
and taken into account in further experiments, which makes data analysis an integral part
of biomedical research.

Mining the data to generate hypotheses about gene function and regulation is the
next big challenge. Statistical machine learning and mining methods can contribute by
learning flexible models of regularities in data. Our research has had two interlinked goals:
(1) to develop and apply information visualization and clustering methods for exploring
the functional genomics data sets, and (2) to develop methods for focusing the analysis
to interesting variation in data. The key assumption is that structures appearing in
several data sets are more relevant, and hence dependencies between data sets may reveal
interesting findings. Methods of learning metrics and dependency modeling (Section 11)
will be used.

The project is carried out in collaboration with experts of the biomedical areas and
with the other bioinformatics group of the laboratory that belongs to the From Data to
Knowledge research unit.

First steps of a new project in analyzing human endogenous retroviruses were described
in Section 8.3.
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10.2 Exploratory analysis of gene expression

Exploratory analysis is an irreplaceable first step in bioinformatics research, in particu-
lar of gene expression data. Interesting findings need to be made amidst the unknown
interactions of thousands of genes, and distinguished from biological and measurement
noise.

Visualization plays an important role in the exploratory analysis. The Self-Organizing
Map (SOM), developed in the Neural Networks Research Centre, is particularly useful
since it constructs a nonlinear projection of the data to a map display which can be used
for visualizing of similarity relationships and cluster structures. The SOM has been used
successfully to generate hypotheses about regularities in gene expression data [1, 2, 3].
Figure 10.1 shows an example where a SOM-based display revealed the density structure
in yeast Saccharomyces cerevisiae gene expression measurements [4]. As a result, the
biological experiments producing locally the most variation could be discerned. Moreover,
we found functionally meaningful subsets of genes, for example ribosomal proteins, and
also confirmed that clsses of an existing functional classification are homogeneous in terms
of their expression.

ALPHA CDC

SPOELU DIAUX

HEAT COLD

DTT

Figure 10.1: Left: SOM representing yeast gene expressions. Right: Difference between
data in the cluster in the upper left corner and the area below it. Strong expression in the
sporulation (SPO) is the main characteristic distinguishing the cluster.

A key question in visualization is the preservation of the original similarity relation-
ships. In general, it is impossible to preserve all the similarites in the data set, when
projecting it to a lower dimensional display. Hence, all visualization methods make a
compromise between two goals. On the one hand the visualizations should be trustworthy,
in the sense that samples that are near each other, i.e. in the same neighborhood, in the
visualization can be trusted to actually be similar. On the other hand all the original
similarities should become visualized. We argue that, for data exploration, it is more
important that the visualizations are trustworthy.

We studied the trustworthiness of SOM and other visualization methods with gene
expression data [1, 3]. The SOM was found to be more trustworthy than other methods,
except for the smallest neighborhoods (Figure 10.2).
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Figure 10.2: Trustworthiness of the visualized similarities (neighborhoods of k nearest
samples) for methods that visualize similarity relationships in data. Sammon: Sammon’s
mapping, NMDS: non-metric multidimensional scaling, SOM: self-organizing map, HC:
hierarchical clustering, with the ultrametric distance measure and with the linear distance
measure. RP: Random linear projection is the approximate worst possible practical result
(the small standard deviation over different projections, approximately 0.01, is not shown).
The theoretical worst case, estimated with random neighborhoods, is approximately
M1 = 0.5. a) Yeast data. b) Mouse data.
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10.3 Exploratory analysis of dependencies between func-
tional genomics data sets

Exploratory analysis can be enhanced by focusing on relevant variation in the data set,
the relevance being determined by another, auxiliary data set. Dependency modeling and
learning metrics methods (Section 11) provide a state of the art tool for this, and we have
developed and applied them for visualization and clustering in bioinformatics problems.

Visualizations by Maximizing Dependency

A main problem in gene expression analysis is the correct choice of similarity measure,
or the metric. It can be learned automatically with the learning metrics principle (see
Section 11).

We have visualized similarity relationships of gene expression profiles with SOMs in
learning metrics. For instance, the metric used in visualizing yeast gene expression was
supervised by functional classes of the genes. Visualization of human gene expression was
supervised by better-known homologous mouse genes.

Alternatively, expression data can be visualized with a linear projection that generalizes
classical methods (Section 11). The results of supervising the projection by functional
classes of yeast genes suggest that most functional classes are not strongly differentiated
in the expression data, while some information about the overlap of the classes and about
their division into subclasses can be found (Fig. 10.3).

Figure 10.3: Yeast gene expression profiles projected onto two informative components,
with protein synthesis (green circle) and mitochondrial organization (red dot) functional
classes shown. The protein synthesis class has a subclass at the top.

Clusters by Maximizing Dependency

Dependency maximizing clustering methods (Section 11) are a principled way of finding
dependencies between data sets, and presenting them in the form of clusters.

Discriminative clustering (DC) (Section 11) was applied to search for yeast stress
genes [7]. We tested the method by replicating the findings of an earlier study. Stress
genes should be active in all stress treatments, and additionally potentially regulated by
certain regulators (MSN2/4). We clustered yeast gene expression profiles measured in
stress treatments, and supervised the clustering by the change of the behavior after the
potential regulators were knocked out. This should focus the clusters on behavior regulated
by MSN2/4.
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Cluster 7
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Figure 10.4: Discriminative clusters revealing a group of yeast stress genes (cluster 5)
that are putatively regulated by transcription factors MSN2 and MSN4, that is, they
are upregulated normally, but downregulated when Msn2 and Msn4 are mutated to non-
functional. The six leftmost columns are the gene expressions of unmutated yeast and the
rightmost column is the discretized gene expression of mutated yeast under stress. Clusters
2 and 7 are examples of an expression cluster without dependency to transcription factors.
(Red = upregulation, green= downregulation).

We identified a subset of genes that are upregulated in all stress conditions, but only
when regulators MSN2 and MSN4 are functional. Figure 10.4 presents both the gene
expressions of normal yeast and the discretized expression of the mutated yeast genes in
all DC clusters. Stress genes found in an independent study were strongly enriched in the
discovered subset.

Yeast gene regulatory mechanisms were explored with associative clustering (AC) (Sec-
tion 11), by searching for gene groups that are maximally dependent by expression [5] and
by transcription factor binding [8]. We found statistically significant dependency, con-
firmed the results with known regulatory mechanisms, and generated hypotheses for new
regulatory interactions.

In a novel application we explored the dependency between expression of human and
mouse genes that are putatively orthologous, that is, similar by their sequences [6]. As-
sociative clustering summarizes the data as sets with regularities in their behavior in the
two organisms, and outlier sets (Fig. 10.5).
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11.1 Introduction

Unsupervised learning such as clustering and information visualization suffers from the
garbage in—garbage out problem. The ultimate goal is to make discoveries in data, that is,
to find new things without speficying them in advance. The problem is that unsupervised
learning cannot distinguish relevant variation from irrelevant variation in data. Structured
noise becomes modeled as well as relevant structure.

Hence, all successful unsupervised learning must have been supervised implicitly or
explicitly, by feature extraction or model selection. Our goal is to automate (part of) this
implicit supervision by learning from a supervising signal. The difference from standard
supervised learning is that the goal is to explore new things in the primary data given the
supervision, whereas in supervised learning the goal is simply to predict the supervisory
signal. The task could be coined supervised unsupervised learning.

Sample applications include exploration of factors leading to bankruptcy, where pri-
mary data are financial indicators and supervisory signal is the bankruptcy risk. Another
is exploration of gene expression, supervised by functional classes of the genes.

For methods that are based on distance computations, the supervision can be conve-
niently incorporated in the distance measure. The idea of deriving information-geometric
metrics to data spaces from paired data has been coined the learning metrics principle.
It is assumed that variation of the primary data x ∈ R

n is important only to the extent
it causes variation in auxiliary data c, the supervisory signal, which is available paired to
the primary data.

In other words, important variation in x is supposed to be revealed locally by variation
in the conditional density p(c|x). The distance d between two close-by data points x and
x+ dx is defined as the difference between the corresponding distributions of c, measured
by the Kullback-Leibler divergence DKL, i.e.

d2
L(x,x + dx) ≡ DKL(p(c|x)‖p(c|x + dx)) = dxTJ(x)dx , (11.1)

where J(x) is the Fisher information matrix. The Riemannian metric depends on x and
hence is more general than a global scaling of the feature space.

The Fisher information matrix has earlier been used to construct metrics to spaces
of probability models (see, e.g., [1]). The novelty here is that the information matrix is
applied in the data space to construct a new metric there. The coordinates of data are
considered as parameters

In practice, the idea can be applied in two ways. One can estimate p(c|x) first and then
plug the new metric, computed from the estimates, into a standard unsupervised method.
Another possibility is to more directly insert the new metric into the cost function of a
suitable method. Examples of these approaches are discussed in more detail below.
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11.2 Learning metrics for information visualization

Explicit estimation of learning metrics by approximations to (11.1) is generally applicable
to explicitly supervise unsupervised metric-based methods. The choice of auxiliary data
determines what is important, without need for hand-tuned feature extraction.

We have so far applied learning metrics to two widely used unsupervised informa-
tion visualization methods: the Self-Organizing Map and Sammon’s mapping, a sample
Multidimensional Scaling (MDS) method.

Computation of approximations to the metric

Globally the learning metric (11.1) becomes minimal path integrals of local distances. The
local distances in turn are based on conditional auxiliary densities p(c|x). For practical
computation, the densities must be estimated and the minimal path integrals approxi-
mated. We have developed several approximations; the choice needs a tradeoff between
computation time and accuracy.

Several semiparametric estimators of the conditional density p(c|x) are available. The
still open theoretical question is how to choose the estimator rigorously.

The simple approximation for the distance between two points x1 and x2 is the local
quadratic form [2]

d2
1(x1,x2) = (x2 − x1)

TJ(x1)(x2 − x1) (11.2)

called the 1-point approximation. An improved version called the T -point approximation
[3] computes the metric at T points between the start and end point, yielding

dT (x1,x2) =
1

T

T−1
∑

i=0

(

rTJ

(

x +
i

T
r

)

r

)1/2

, (11.3)

where r = x2 − x1.
Both approximations assume the minimal path is a line. A further improvement is to

form a graph whose edge weights are pairwise T -point distances between data points and
perform a graph search for the minimal path [4]. This is called the graph approximation; it
allows both linear and piecewise linear paths. Since data points are used as graph vertices,
distances are computed more accurately where the data is dense.

Information visualization methods

The sequential SOM algorithm iterates winner selection and adaptation. In the
learning metric the winner is sought by

w(x(t)) = arg min
i

d2
L(x(t),mi(t)) . (11.4)

where t is the iteration, x(t) is the input and dL can be either the local distance approxima-
tion d1 or the T -point approximation dT . The latter is more accurate, but computationally
heavier.

For the local approximation the adaptation step can be shown to equal the familiar
SOM learning rule,

mi(t + 1) = mi(t) + α(t)hwi(t)(x(t) − mi(t)) , (11.5)

were α(t) is the learning rate and hwi(t) is the neighbourhood function.
In empirical tests the SOM-L with the improved (T -point) distance approximation

significantly outperforms the 1-point SOM-L as well as classical SOM and a supervised
SOM [3, 4].
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Figure 11.1: Sammon’s mapping in learning metrics (right) separates the different letters
of the Letter Recognition data (from UCI Machine Learning Repository) set clearly better
than the Sammon’s mapping in the Euclidean metric (left).

Metric multidimensional scaling methods (MDS) are used for visualizing similari-
ties of data samples based on a pairwise distance matrix. They construct a low-dimensional
representation for the data that aims to preserve the distance matrix.

Sammon’s mapping, as well as the other MDS methods, are based on the pairwise
distance matrix, are ideal candidates for the graph approximation since they are based on
the pairwise distance matrix. The distances need to be computed only once.

The difference to the traditional Sammon’s mapping where the pairwise distance matrix
is computed in the Euclidean metric is illustrated in Figure 11.1 [4]. The class separation
is clearly increased when the learning metrics is used, but the topology of the samples is
still retained.
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11.3 Discriminative Clustering (DC)

The original motivation for discriminative clustering was its asymptotic equivalence to
vector quantization in learning metrics. DC turned out to have other interesting inter-
pretations as well: It extends earlier works on mutual information maximization (IMAX
[5], Information Bottleneck [6]) and connects learning metrics to generative models and
contingency tables.

DC partitions a vectorial data space to a set of connected partitions that are homo-
geneous by distributions of an auxiliary variable or variables present in the data [7]. The
homogeneity criterion of partitions turns out to be equivalent to informativeness of the
partitions of the auxiliary variable(s). Membership of a sample in a partition then tends
to predict the value of the auxiliary variable well, and vice versa. Still, the partitions are
solely defined in terms of the primary data, without reference to the values of auxiliary
data. Hence future data without the associated auxiliary variable can be partitioned. The
relative locality of the clusters in the primary data space makes them useful for exploratory
analysis.

A prototypical application would be segmenting customers of a company in terms
of background information, but by using buying behaviour as the criterion of segment
homogeneity. Buying behaviour guides the segmentation but does not directly define the
segments. Incoming customers without buying history can then be immediately assigned
to the predefined segments. Other applications include, e.g., understanding company
bankruptcy, finding relationships between gene expression databases (Section 10.3), and
guiding text document clustering with classifications of informaticians.

For densities. The original formulation for DC is for probability densities p(c,x) of
auxiliary data c and primary data x. This version is easy to understand, but directly
applicable only for large data/cluster rations.

Partitions of the primary data are restricted to be Voronoi regions, which makes them
connected, relatively local, and therefore easy to interpret. Homogeneity of the auxiliary
data distributions within the clusters is measured by the intra-cluster Kullback-Leibler
divergence

E =

∫

DKL(p(c|x)‖ψj(x)) p(x) dx , (11.6)

which is minimized with respect to the distributions of auxiliary data within clusters,
p(c|Clusterj) ≡ ψj and the Voronoi partitioning defined by the centroid parameters mj

(implicit in assignments j(x)). Minimizing the distortion is equivalent to maximizing the
informativeness of the clusters about the values of the auxiliary variable, in the sense
of mutual information. Gradient algorithms can be applied if the partitions are first
smoothed. An extremely simple on-line learning rule results.

For data sets. The log-likelihood of a piece-wise constant model for the conditional
densities p(c|x) approaches the distortion (11.6) when the size of the data set grows. It is
therefore a good candidate for the cost function of DC for finite data sets [8]. From the
viewpoint of clustering, the distributional prototypes ψ are not interesting and can then be
marginalized out, which leads to a likelihood only depending on the Voronoi partitioning
{mj}:

LDC({mj}) ∝
∑

ij

log Γ(n0
i + nji) −

∑

j

log Γ(N0 + Nj) , (11.7)

where nji denotes the number of samples in the cluster j with the value of auxiliary variable
c = i. The parameters n0

i arise from a Dirichlet prior, and Nj =
∑

i nji, N0 =
∑

i n
0
i .
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Figure 11.2: Discriminative clustering of simple toy data, where only the vertical direction
is indicated to be relevant by auxiliary data associated to the 2D primary data. The pri-
mary data is sampled from the Gaussian distribution (grey shades), while the conditional
distribution of the auxiliary data changes in the vertical direction. The regularized solu-
tion (middle) shares properties of the discriminative solution and the K-means solution
(right).

After the partitions are smoothed the new cost function can be optimized by gradient
algorithms. Direct optimization by simulated annealing is also possible, but a simple
conjugate gradient algorithm with smoothed partitions leads to equally good results and
is faster. In empirical comparisons the marginaled finite-data model has been found to
outperform the simple on-line algorithm resulting from (11.6).

Regularization. Tests indicate that the performance of the purely discriminative DC
algorithms is improved if the cost functions are ‘regularized’ by partially taking into ac-
count the margin distribution p(x) in one way or another (Fig. 11.2). Note that taking it
fully into account would lead to modeling the joint distribution p(c,x), which is different
by its goal and empirically shown to be inferior in the task of DC.

Non-Euclidean spaces. DC has been extended for data on hyperspheres and on dis-
tributional spaces. The latter formulation is applicable to text documents under the usual
‘bags of words’ assumption, where word frequencies are analyzed and the order of words
in the documents is ignored. The method has been applied to scientific texts from the
INSPEC database [9], by using keywords chosen by the document authors as auxiliary
data. Keywords improve feature selection in the full documents and therefore improve
clustering results compared to classic methods.

Connection to learning metrics. For a large number of clusters, DC performs vector
quantization in learning metrics (Section 11.1): The Euclidean distortion of normal vector
quantization becomes replaced with a distortion computed in the Fisher metric (11.1).
The Fisher metric measures changes in the conditional distributions p(c|x) of the auxiliary
variable [10].

The asymptotic connection was utilized in practice by plugging a local approximation
of Fisher metrics to standard K-means clustering [11]. The adaptable metric frees the
Voronoi partitions from being defined in Euclidean metric and allows more optimal shapes.
In tests the resulting algorithms, although computationally heavy, have outperformed the
plain DC.
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Downtown
Sörnäinen

Kulosaari

Matinkylä

Westend

Figure 11.3: The Helsinki capital area segmented into Voronoi regions maximally infor-
mative of demographics. Associative clustering of geographic coordinates and vectorial
sosiodemographic data finds segments for both ‘margin spaces’. In the figure, only one
margin space, the geography, is shown. Demographically distinct and homogeneous re-
gions such as the downtown become clearly separated. Similar clusters become defined to
the high-dimensional sosiodemographic space.

Associative clustering: bidirectional DC

Discriminative clustering quantizes a continuous variable and then maximizes statisti-
cal dependency between two discrete variables: the partitions and the auxiliary variable
guiding the partitioning. Contingency tables are a classic framework for quantifying and
testing such dependencies. In this framework, the cost (11.7) is interpretable as a Bayes
factor between the hypotheses of dependent and independent margins [12].

In DC one margin is fixed. We have called the generalization to two adjustable margins
associative clustering (AC; [13]). Then two vectorial variables are quantized by Voronoi
partitionings, and the partitionings are adjusted to maximize their mutual dependency
in the sense of the Bayes factor. Techniques similar to discriminative clustering can be
applied, including the regularization methods and smoothed partitions. A demonstration
of AC is shown in Figure 11.3.
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11.4 Discriminative components

Unsupervised principal components and factor analyses search for components of data
that can be used for data exploration, visualization and dimensionality reduction.

A classical method for supervising the components is linear discriminant analysis
(LDA). It has been commonly used for two tasks: the more common one is linear clas-
sification (supervised learning), but the components can also be used for exploring and
visualizing class differences. We have generalized LDA for this latter purpose, but search-
ing for linear components that are more generally informative of or relevant to the the
classes of samples. The task of extracting components relevant to auxiliary data could
perhaps be called Relevant Component Analysis.

We search for linear relevant components [14] by optimizing the linear projection y =
f(x) = WTx, where the columns of W are the component directions. The criterion is
simply maximization of the log-likelihood of the auxiliary data given the projection, i.e.,

L =
∑

(x,c)

log p̂(c|f(x)) (11.8)

where c are the auxiliary data and p̂ is an estimator computed after the projection.
The key point in this method is its simplicity. The likelihood is a well-defined, simple

criterion for fitting a projection to finite data, yet it has interesting theoretical connec-
tions and works better than alternative methods in practice. Maximizing the likelihood
is asymptotically equivalent to maximizing the mutual information I(C, f(X)) when con-
sistent estimators p̂ are used. Moreover, maximizing the likelihood is asymptotically ap-
proximately equivalent to minimizing a reconstruction error in learning metrics under
some assumptions, so the components can be considered principal components in learning
metrics.

The method has empirically outperformed classical and recent [16] methods. It has
been applied to bioinformatics (Chapter 10) and assessing convergence of MCMC simula-
tions (below).
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11.5 Visualization of posterior distributions

Probabilistic generative modeling is one of the theoretical foundations of current main-
stream machine learning and data analysis. Bayesian inference is potentially very powerful
but closed-form solutions are seldom available. Inference has to be based on either ap-
proximation methods or simulations with Markov Chain Monte Carlo (MCMC) sampling.

The main practical problem of MCMC is how to assess whether the simulation has
converged. The resulting samples come from the true distribution only after convergence.
It turns out [17] that the main multivariate convergence measure, the multivariate po-
tential scale reduction factor (MPSRF) developed by Brooks and Gelman [18], equals
the cost function of a one-dimensional linear discriminant analysis (LDA), a method that
discriminates between data classes.

MCMC chains have traditionally been visualized by time series plots, marginal his-
tograms or 2-dimensional scatter plots of two variables. The problem with these visual-
izations is that they do not scale up to large models with lots of parameters. As the cost
function of LDA is the equivalent to the MPSRF measure, we can use LDA to reduce the
number of visualizations. A scatter plot of a projection on the two best discriminative
components (see Figure 11.4) is the single best two-dimensional image in the sense of the
MPSRF measure.

Chain 3

Chain 1

Chain 2

Chains 5−10

Chain 4

C
o
m

p
o
n
e
n
t 
2

Component 1

Figure 11.4: Two-dimensional LDA projection of samples from a MCMC simulation that
does not converge. Chains 1-4 have gotten stuck in a degenerate state. The ellipses have
been drawn by hand to mark the chains.

LDA assumes that each class is normally distributed with the same covariance matrix
in each class. This does not hold in general, in particular not before MCMC convergence
for small data. To address the above problem, we suggest to complement LDA-based
analysis with the generalization of LDA introduced in Section 11.4.

Sometimes we are interested in visualizing the posterior distribution for other reasons
than studying convergence of a sampler. We might for example be interested how the
parameters affect the model output. Toward this end, we have proposed [19] a method
that uses the Fisher metric of the model with a non-linear projection method, to create
visualizations of the posterior that reflect the effect parameters have on the output.



150 Learning metrics

References

[1] Shun-ichi Amari and Hiroshi Nagaoka. Methods of Information Geometry, volume
191. American Mathematical Society and Oxford University Press, 2000.

[2] Samuel Kaski, Janne Sinkkonen, and Jaakko Peltonen. Bankruptcy analysis with
self-organizing maps in learning metrics. IEEE Transactions on Neural Networks,
12:936–947, 2001.

[3] Jaakko Peltonen, Arto Klami, and Samuel Kaski. Learning more accurate metrics
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12.1 Unsupervised segmentation of words into morphs

In the theory of linguistic morphology, morphemes are considered to be the smallest
meaning-bearing elements of language, and they can be defined in a language-independent
manner. It seems that even approximative automated morphological analysis would be
beneficial for many natural language applications dealing with large vocabularies, such
as speech recognition and machine translation. Many existing applications make use of
words as vocabulary units. However, for some languages, e.g., Finnish and Turkish, this
is infeasible, as the number of possible word forms is very high. The productivity of word
forming in Finnish is illustrated in Figure 12.1a, where one single word consists of six
morphemes.

Morph. kahvi n juo ja lle kin

Transl. coffee of drink -er for also

(a)

re+open

reopen+ed

mind+ed

edmindopenre

open+minded

(b)

Figure 12.1: (a) Morphological segmentation of the Finnish word for “also for [the] coffee
drinker”. (b) Hypothetical binary splitting trees for the words “reopened” and “open-
minded” (segmented as “re+open+ed” and “open+mind+ed”).

We have developed language-independent, data-driven methods for the unsupervised
segmentation of the words in a corpus. We call the resulting segments morphs and we
do not distinguish between categories, such as stems, suffixes, and prefixes. For us words
simply consist of (possibly lengthy) sequences of morphs concatenated together. In this
sense, our work differs from most previous work in the field of automated morphology
learning, where more limitations are set on word structure (e.g., [1]). Instead, our work
resembles algorithms for unsupervised text segmentation and word discovery (e.g., [2]).

In [3] we present a model inspired by the Minimum Description Length (MDL) princi-
ple. This means that we try to find the optimal balance between accuracy of representation
and model complexity, which generally improves generalization capacity by inhibiting over-
learning. In concrete terms, we construct a morph vocabulary, or a lexicon of morphs, so
that it is possible to form any word in the corpus by the concatenation of some morphs.
Each word in the corpus is rewritten as a sequence of morph pointers, which point to
entries in the lexicon. We aim at finding the optimal lexicon and segmentation, i.e., a set
of morphs that is concise, and moreover gives a concise representation for the corpus.

The optimal segmentation is obtained by splitting words recursively and trying to find
common subword chunks, which are potential morphs. Figure 12.1b shows a hypothetical
recursive splitting of two English words. The leaf nodes correspond to morphs discovered
by the algorithm.

Results

For evaluation purposes, we have constructed a gold standard segmentation based on
linguistic theory for 1.4 million Finnish and twenty thousand English word forms. When
comparing our MDL-inspired method to the main other method, called Linguistica (cf. [1]),
we obtain clearly better results on Finnish, and for very small data sets on English, whereas
Linguistica is better on English for larger data sets. However, Linguistica utilizes some
linguistic assumptions particularly suitable for Indo-European languages.
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aamuyö + stä, elma+ n, hyvinvointi + yhteis + kuntina, kellari+ ssa + kaan,
lait+ tomasti + kin, miljonääri + ltä, palkka + tuloilla +an, rebrov + ia,
sunnuntai + vuorossa, tuuli + potentiaali + sta, wal + ston + in, ääni + lehtenä

abandon, a + shore, book + ers, cherry, cooper + s, dinner + s, entrance,
form + ing, harpsichord + ist, in+ jury, learned, men+ a + c+ ing, n + un,
pick + ers, radio + activity, sir, succeed+ ing, travel + ler, war + ’s

Figure 12.2: Examples of Finnish and English words segmented by our algorithm.

Some sample segmentations are shown in Figure 12.2. They include correctly seg-
mented words, where each boundary coincides with a real morpheme boundary (e.g.,
“kellari+ssa+kaan”, “miljonääri+ltä”, “dinner+s”, “form+ing”, “war+’s”). In addition,
there are over-segmented words, with boundaries inserted at incorrect locations (e.g.,
“men+a+c+ing” instead of “menac+ing”), as well as under-segmented words, where
some boundary is missing (e.g., “learned” instead of “learn+ed”; “ääni+lehtenä” in-
stead of “ääni+lehte+nä”). Sometimes many alternative segmentations seem correct:
e.g., “hyvin+vointi”, “hyv+in+voi+nti”.

In [4] we re-formulated the model in a probabilistic framework and studied whether
prior information about morph length and frequency could be utilized to avoid over- and
under-segmentation. This did not lead to considerable improvements in overall accuracy,
though. So far each morph has been considered individually, irrespective of the previous
and next morph. In future research, the model will be extended to learn information on
morph categories and sequences of them.

Demonstration and applications

An online demonstration of the model is available at the address: http://www.cis.hut.
fi/projects/morpho/. The demonstration allows the user to select a corpus to be used
as training data and to type in words that are then segmented according to the model.

The algorithm in [3] has been applied for producing morph vocabularies for automatic
speech recognition, both for Finnish [5] and Turkish [6] (cf. Section 13.2). Among the
different vocabulary approaches tested, the ones based on morphs were most successful.
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12.2 Word sense disambiguation using document maps

A single word may have several senses or meanings, for example “was heading south/the
newspaper heading is”, or “Church” as an institution versus “church” as a building. Word
sense disambiguation automatically determines the appropriate senses of a particular word
in context. It is an important and difficult problem with many practical consequences for
language-technology applications in information retrieval, document classification, ma-
chine translation, spelling correction, parsing, and speech synthesis as well as speech
recognition. For a textbook introduction, see [1]. In particular, Yarowsky [2] noted that
words tend to keep the same sense during a discourse.

In [3] we introduce a method called THESSOM for word sense disambiguation that
uses an existing topical document map, in this case a map of nearly 7 million patent
abstracts, created with the WEBSOM method (see Section 8.4 or [4]). The method uses
the document map as a representation of the semantic space of word contexts. The
assumption is that similar meanings of a word have similar contexts, which are located in
the same area on the self-organized document map. The results confirm this assumption.
In this method, the existing general-purpose document map is calibrated, i.e., marked with
correct senses, using a subset of data where the ambiguous words have been sense-tagged.
The sense-calibrated map can then be utilized as a word sense classifier, for determining
a probable correct sense for an ambiguous sample word in context. The data flow of the
training and testing procedure is shown in Figure 12.3.

Sense−tagged words in context

Self−organized document map

Calibration

Preprocessing

Calibrated self−organized document map

Disambiguation

Disambiguated word in context

WEBSOM

T
H

E
S

S
O

M

Ambiguous word in contextWords in context

Figure 12.3: Data flow of word sense disambiguation with self-organized document maps

Results on the SENSEVAL-2 corpus (from a word sense disambiguation contest) in-
dicate that the proposed method is statistically significantly better than the baselines,
and performs on an average level when compared to the total of supervised methods in
the competition. The benefit of the proposed method is that a single general purpose
representation of the semantic space can be used for all words and their word senses.

In [5], instead of utilizing one general-purpose document map and merely calibrating
(marking) it with particular sense locations, an individual document map is created for
each ambiguous word from the training material (short contexts) for that word. Moreover,
advanced linguistic analysis was performed using a dependency grammar parser to produce
additional features for the document vectors. The training material consisted of a total of
8611 contexts for the 73 ambiguous words, i.e., on the average 118 contexts per word. As
a result, 73 maps were generated, one for each ambiguous word.

The algorithm was tested on the SENSEVAL-2 benchmark data and shown to be on a
par with the top three contenders of the SENSEVAL-2 competition. It was also shown that
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adding more advanced linguistic analysis to the feature extraction seems to be essential
for improving the classification accuracy. We conclude that self-organized document maps
have properties similar to a large-scale semantic structure that is useful for word sense
disambiguation.
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12.3 Topically focusing language model

A statistical language model provides predictions for future words based on the already
seen word sequence. This is important, for example, in large vocabulary continuous speech
recognition (see Section 13.2) to guide the search into those phoneme sequence candidates
that constitute relevant words and sentences. Especially when the vocabulary is large, say
100 000 words, the estimation of the most likely words based on the previous sequence is
challenging since all possible words, let alone all word sequences, have never been seen in
any data set. For example, there exist 1025 sequences of 5 words of a vocabulary of 100
000 words. Thus directly estimating a n:th order markov model is generally out of the
question for values of n larger than 5.

In [1] we proposed a topically focusing language model that is built utilizing a topical
clustering of texts obtained using the WEBSOM method. The long-term dependencies [2]
are taken into account by focusing the predictions of the language model according to the
longer-term topical and stylistic properties of the observed speech or text.

In speech recognition suitable text data or the recognizer output can be utilized to
focus the model, i.e., to select the text clusters that most closely correspond to the current
discourse or topic. Next, the focused model can be applied to speech recognition or to
re-rank the result hypothesis obtained by a more general model.

It has been previously shown that good topically organized clustering of large text
collections can be achieved efficiently using the WEBSOM method (see Section 8.4 or [3]).
In this project, the clustering is utilized as a basis for constructing a focusing language
model. The model is constructed as follows:

Cluster a large collection of topically coherent text passages, e.g., paragraphs or short
documents using the WEBSOM method. For each cluster (e.g. for each map unit),
calculate a separate, small n-gram model. During speech recognition, use transcription
history and the current hypothesis to select a small number of topically ’best’ clusters.
Combine the language models of each cluster to obtain a focused language model. This
model is thus focused on the topical and stylistic peculiarities of a history of, say, 50
words. Combine further with a general language model for smoothing. The structure of
the resulting combined language model is shown in Figure 12.4.

models
Cluster

Focused model

Interpolated model

for the whole data
General model

Figure 12.4: A focusing language model obtained as an interpolation between topical cluster
models and a general model.

As the cluster-specific models and the general model we have used n-gram models of
various orders. However, other types of models descriBing the short-term relationships
between words could, in principle, be used as well. The combining operation amounts to
a linear interpolation of the predicted word probabilities.

The models were evaluated using perplexity1 on independent test data averaged over

1Perplexity is the inverse predictive probability for all the words in the test document.
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Figure 12.5: The perplexities of the different language models, a) for the Finnish STT
news corpus, b) for smaller patent corpus and c) for larger patent corpus. The explanation
of the bars in each figure, from left to right: 1. general model for the whole corpus, 2.
category-specific model using prior text categories, 3. focusing model using unsupervised
text clustering, and 4. the focusing model interpolated with the general model.

documents. The results for the Finnish and English text corpora in Figure 12.5 indicate
that the focusing model is superior in terms of perplexity when compared to a general
“monolithic” trigram model of the whole data set [4]. The focusing model is, as well,
significantly better than the topic category specific models where the correct topic model
was chosen based on manual class label on the data. One advantage of unsupervised topic
modeling over a topic model based on fixed categories is that the unsupervised model
can achieve an arbitrary granularity and a combination of several sub-topics. Finally, the
lowest perplexity was obtained by a linear interpolation of word probabilities between the
focusing model and the general model.

The first experiments to apply the focusing language models in Finnish large-
vocabulary continuous speech recognition are reported in [5]. The results did not show
clear improvements over the baseline, but by using a local LM of small but relevant text
material, we see, however, that lattice rescoring can decrease the error rate. The prelimi-
nary English speech recognition tests indicate as well, that an interpolated model between
a huge general LM and a small local LM performs better than the general LM alone.
While there are clearly improvements to be made in language modeling, for example, to
collect larger amounts of relevant text training data, maybe the most important result of
the Finnish speech recognition tests is that the topical focusing works and does not slow
down the whole recognition process.
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12.4 Semantic analysis of Finnish words and sentences

Observation of language use provides indirect evidence of the representations that humans
utilize. The study of conceptual, cognitive representations that underlie the use of language
is important for applications such as speech recognition. By studying large amounts of
data it may be possible to induce the conceptual, system-internal representations which
provide a grounding for meanings of words.

As shown in [1,2], the self-organizing map (Chapter 8) can be applied for clustering
English word forms based on the words that have appeared in their immediate contexts.
In Finnish, however, the rich inflectional morphology poses a challenge as the vocabularies
built on inflected word forms are typically very large. Moreover, also the inflections, some
of which correspond to prepositions and function words in English, carry relevant semantic
information [3]. Furthermore, the much less restricted word order compared to English is
likely to cause more variation in the immediately nearby words.

In this project, we have applied the SOM algorithm to visualize and cluster common
Finnish verbs based on averaged contextual features. The verb category was selected for
study for two reasons: there exists a semantic reference classification of Finnish verbs
[3] for comparing the results, and the semantic representation of verbs is considered an
interesting problem in linguistics [3,4] because of the richness and variability of information
that is connected to different verbs. In collecting information about the verbs, both
morphosyntactic properties (inflections) [5] and noun base forms [6] were examined, and
the resulting categorizations were compared.

An example of a map where 600 Finnish verbs were organized based on their contextual
morphological features is shown in Figure 12.6. In contrast, the use of nouns as features
produced for example the kinds of verb categories shown in Table 12.1.

Table 12.1: Sample verb categories based on noun categories.

Finnish verbs Translations Topic

myydä, ostaa, sell, buy, business
tuottaa, palkata, produce, hire,
työllistää, kattaa, employ, cover,
vuokrata rent

nousta, laskea, rise, decrease, stock
kasvaa, pudota, grow, fall, rates
vähentyä, kohota, diminish, rise,
pienentyä, get smaller,
supistua, noutaa, contract, fetch,
kallistua go up in price

kuolla, hukkua, die, drown, dying
ampua, surmata, shoot, kill,
hyökätä, attack,
loukkaantua, get hurt,
menehtyä pass away

The results in all the experiments show that even the simple contextual features used,
collected over a large number of instances, can be suitable for obtaining automatically
a semantic clustering and organization of verbs. In general, morphosyntactic properties
seem to push the categorization towards the direction of linguistic semantics, while cat-
egorization based on nouns or noun categories is more a reflection of the topics of their
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control, destroy, 
save, halt, disconnect
defeat, knock out, 
ignite, catch, bypass,
break

teach, protect, beat up

recommend, favor, love, approach, critisize,
signify, cause, touch, require, intend, 
praise, continue, offer, justify, help,

must, aim at, be able to, undertake,

comply, prepare, settle for.
be capable of, begin, commit oneself,

Communication, esp. positive
emotional information

Manipulative actions in human relationships

Start of action, focus on will or intention 

Aggressive / destructive
use of power

say, establish, laugh, be glad, think, smile, 
laugh briefly, sigh, remind, stress,
tell, etc.

Figure 12.6: A map of the 600 most frequent verbs (base forms) in the Newspaper corpus.
The verbs were organized on the basis of the distribution of morphological features in
one preceding and two succeeding words, collected over all instances of the verb in any
inflected form. The contents of four sample map regions are shown in the insets. In
the reference classification (pp. 157–165 in [3], many of the verbs e.g. in the lower right
corner indicating ’destructive use of power’ are further divided into two specific categories,
namely (1) break verbs (tuhota ’destroy’, katkaista ’break’, hajoittaa ’break down’) and
(2) fight verbs (pysäyttää ’stop’, kukistaa ’defeat’, tyrmätä ’knock out’). Similar categories
can be found in [4] for English verbs.

corresponding texts. When compared to a reference classification of Finnish verbs [3],
clustering shows a somewhat different perspective or world view than Pajunen’s. In par-
ticular, the organization of verbs on the map reflects the importance of cultural, social,
and emotional dimensions in lexical organization.
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13.1 Acoustic modeling

Acoustic modeling in automatic speech recognition (ASR) means building statistical mod-
els for subword units based on the feature vectors computed from speech. Feature repre-
sentation is an important part of any pattern recognition system and ASR is no exception.
It is difficult to develop any theoretically optimal feature extraction method which would
minimize the recognition error. Usually the discriminative training is applied to the es-
timation of the model parameters and the feature representation is more or less fixed,
see e.g. [1]. In practice, several feature extraction methods have been experimented and
during the long history of ASR, some of them have been experimentally proved to be more
beneficial than others.

In most systems the speech signal is first chunked into overlapping 20-30 ms time
windows at every 10 ms and the spectral representation is computed from each frame.
A commonly used feature vector consists of mel-frequency cepstral coefficients (MFCC)
which are the result of the discrete cosine transform (DCT) applied to the logarithmic mel-
scaled filter bank energies. Local temporal dynamics can be captured by concatenating
the first and second order delta features (time differences) to the basic feature vector.
Computation of delta features can be considered as a fixed transformation to the block
of original feature vectors. We have experimented also other linear and nonlinear feature
transformations.

Figure 13.1: Feature transformation. One or more frames (five in this figure) original
feature vectors, e.g. logarithmic mel-spectra are fed to the linear (matrix) or nonlinear
(MLP network) feature transform which performs the projection of the original feature
vector (or concatenation of them) to the new feature space. The output is used as a feature
vector in the mixture-of-Gaussians based HMM system.

In our experiments, unsupervised transformations were based on principal component
analysis (PCA) and independent component analysis (ICA) and discriminative transforma-
tions were based on linear discriminant analysis (LDA) and multilayer perceptron (MLP)
networks. These transformations were experimented in TIMIT phone recognition [2] where
clear improvements were gained in the recognition rate compared to the baseline MFCC
feature. In another experiment [3], the acoustic models were trained using 60 hours of
HUB5 training data and they were tested using OGI Numbers corpus. The combination
of the PLP cepstrum and the MLP network based feature transformation stream gave the
best result. The baseline word error rate was reduced from 4.1 % to 3.1 %.
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Currently used speech recognizers are typically based on hidden Markov models where
HMM states are modeled by Gaussian mixtures. In order to avoid the large number of
parameters in the model, the covariance matrices of the Gaussians are diagonal. We have
experimented the maximum likelihood linear transformation (MLLT) [4], which takes the
diagonal Gaussian assumption into account when forming the transformation. The result
is not the global PCA transform, since in our case the data is not modeled by a single
Gaussian with a single covariance matrix but each speech unit is modeled by its own
mixture of Gaussians where the diagonal covariance matrices need not be the same. Using
the MLLT framework, feature transformations based on heteroscedastic linear discriminant
analysis (HLDA) can also be constructed. Contrasted to the basic LDA, HLDA does not
assume equal class covariance matrices. Applying these transformations to Finnish speech
recognition system gave very promising results:

monophone HMMs triphone HMMs
letter error % word error % letter error % word error %

baseline MFCC 11.0 44.0 4.7 24.8
MFCC+MLLT 9.0 40.2 4.5 24.1
MFCC+HLDA 8.4 37.5

Besides speech recognition, we have also investigated methods for representing high-
dimensional feature vectors. In [5] it was studied how to capture the intrinsic dimen-
sionality of speech using fractal-dimensionality measure, multi-dimensional scaling, and
hypercubical Self-Organizing Map. These results can give insights to the data being mod-
eled and that way contribute also to the developments in speech recognition.

State-of-the-art speech recognizers are complex systems with large number of parame-
ters. This raises the challenge how to get robust estimates and what is the optimal number
of model parameters. One elegant way is to use Bayesian modeling. In [6], standard max-
imum likelihood (ML) estimation was compared to the variational Bayesian approach for
training mixtures of Gaussians. Advantages of Bayesian approach were clear: estimation
converged faster, there was no tendency of overfitting, and the likelihoods of unseen test
data were better for any given number of mixture components.
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13.2 Language modeling

Language model unit selection for speech recognition

The traditional method to model language for speech recognition is the n-gram model.
The probability of a new word is estimated based on a few previous words. For Finnish,
estimating the n-gram probabilities is difficult, since there is a vast number of different
word forms. For example, a single verb has theoretically thousands of inflected word
forms. We have chosen to split the words to smaller units to have fewer probabilities to
estimate and to cover a larger vocabulary. As subword units we have evaluated syllables
and statistically found morpheme-like units [1].

For Finnish, words can be split into syllables based on a few simple hyphenation rules,
except on boundary between parts of a compound word. Our algorithm implements the
simple ruleset and makes infrequently mistakes on compound words. A morpheme is
the smallest meaning bearing element of a word. We have used an automatic statistical
method for finding morpheme-like units, called morphs (see Section 12.1).

In our evaluations, using syllables for language model units decreases the recognition
word error rate 22% relative to word based model. Using morphs reduces the word error
rate 44% relative to word based model. The morphs seem to be better suited for language
modeling, since each morph has a distinct meaning which is useful for language modeling.
For syllable and morph based models, we have another advantage: we do not need to know
all of the words of Finnish language, since the words can be constructed from the smaller
pieces.

To assess the language-independence of the word splitting method, we applied the
same algorithm to Turkish, which is another agglutinative language1. To compare the
performance with baseline speech recognizer, the n-gram models were trained both to these
new data-driven and old rule-based morphemes and words. The data-driven morphemes
achieved clearly the lowest error rates in all large-vocabulary continuous speech recognition
tests made [2]. The work with Turkish data is done in a close collaboration with the
University of Colorado in Boulder and the Middle East Technical University.

Focusing language models in speech recognition

The efficient language processing tools developed in the laboratory (WEBSOM) have been
applied to organize language models based on the topical structure of the discourse [3].
The objective is to increase the language modeling accuracy and to obtain improved speech
recognition results by automatically detecting and focusing into the best available language
model for the recognition task at hand. This work is done in a close collaboration with
the Natural language modeling group (see Section 12.3).

x(t+1)x(t−1) x(t)x(t−2)

s(t−2) s(t) s(t+1)s(t−1)

Figure 13.2: The state-space model for language modeling. s(t) is the current state and
x(t − 1) the previous observation.

1In agglutinative languges words frequently have multiple suffices concatenated one after each other.
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State-space method for language modeling

The most common language model for speech recognition is the n-gram model. With back-
off and smoothing, it provides a relatively robust model.However, the n-gram model cannot
generalize from similar words: seeing a phrase like “Monday morning was clear” does not
help modeling the phrase “Tuesday evening is cloudy” at all. This kind of generalization
can be achieved by clustering similar words together and interpolating this cluster n-gram
with a regular n-gram.

We have tried to achieve the generalization by mapping the words to n-dimensional
feature space, so that similar words are mapped close to each other. The probability of
a word is calculated as a smooth function of the features and the previous state, leading
to good generalization. This kind of approach with neural networks has been shown to
yield good results [4]. The mathematics of our method are based on linear state-space
modeling, which is also used in famous algorithms like Kalman filtering. We have added
explicit dependencies to previous observations to make the teaching of the model simpler
(see Fig. 13.2).

During the first experiments, we simply tried predicting the next letter based on previ-
ously seen letters, since the learning algorithm was computationally extremely demanding
[5]. We are currently working on making the algorithm suitably fast for word prediction.
Figure 13.3 shows a hypothetical idealized picture of both the feature and the internal
state of the model.

cat
monday

tuesday

evening
morning

The Feature Space

current word

dog

is

was
clear

cloudy
travel

sports

weather

politics

current state

The Internal State

Figure 13.3: The ideal state-space language model. On left is the feature space and on
right the internal state of the model.

References
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13.3 Large vocabulary decoder

The task of the decoder in a speech recognition system is to combine the probabilities and
rules given by all the model component to find a word sequence that matches best with
the given speech. In order to do this, the decoder should, in principle, consider all possible
word sequences, and score them using the acoustic and language models. However, because
the number of possible word sequences is extremely large even with small vocabularies,
the decoder must concentrate the search effort on the most promising words and prune
the improbable sequences in an early stage.

During the past two years, we have been actively developing a large vocabulary decoder
[1,2]. Instead of using whole words as recognition units, as traditional speech recognition
systems do, our decoder constructs words from smaller units, called morphs. This makes
it possible to recognize very large vocabularies with a reasonable number of units, which
is important in Finnish, especially. Because natural speech is continuous and does not
contain clear word boundaries, the decoder has to consider a possible word boundary after
every morph, and use language models to evaluate where the word boundaries are most
probable. The decoder puts the combined word sequences in stacks according to their
ending times, and only the best sequences are stored for each time instant. In this stack
decoding approach, complex language models can be used without hindering the acoustic
matching, but the dependence between acoustic models is harder to take into account.
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Figure 13.4: The stack decoder expands two hypotheses (bold green boxes) with three
acoustically promising most morphs (blue boxes).
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14.1 Introduction

The Self-Organizing Map (SOM) has proven to be one of the most powerful algorithms in
data visualization and exploration. Application areas include various fields of science and
technology, e.g., complex industrial processes, telecommunications systems, document and
image databases, and even financial applications. The SOM maps the high-dimensional
input vectors onto a two-dimensional grid of prototype vectors and orders them. For a
human interpreter, the ordered prototype vectors are easier to visualize and explore than
the original data. The SOM has been widely implemented in various software tools and
libraries, for example, the SOM Toolbox [1].

Figure 14.1: Applying the SOM in data mining. Post-processing the SOM extracts quali-
tative or quantitative information of the data. Visualization and clustering provide quali-
tative information, while modeling and monitoring give quantitative information resulting
in deeper understanding of the system behavior.

The research work has been motivated by a number of practical data mining projects
where SOM has been a central data analysis tool [2]. It has become apparent that while
the SOM can be used to quickly create a qualitative overview of the data, turning this
qualitative information to quantitative characterizations requires a great deal of expertise
and manual work. There is no wide consensus or understanding of the methods needed for
post-processing of the SOM-based data analysis (see Figure 14.1). The subsequent research
has concentrated on devising such methods and on gaining a better understanding of the
possibilities, strengths, and weaknesses of the SOM in data exploration.
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14.2 Clustering of the SOM

Clustering of data is one of the main applications of the Self-Organizing Map (SOM)
[1]. U-matrix is one of the most commonly used methods to cluster the SOM visually.
However, in order to be really useful, clustering needs to be an automated process. When
clusters are identified visually the results may be different when performed by different
people. There are several techniques which can be used to cluster the SOM autonomously,
but the results they provide do not follow the results of U-matrix very well.

In [2], a clustering approach based on distance matrices was introduced which produces
results which are very similar to the U-matrix. It was compared to other SOM-based clus-
tering approaches and found to produce more reliable results. The automated clustering
algorithm has also been applied to study the relations of nutrient concentrations in tree
needles [3] (see also Section 15.1).
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Figure 14.2: (a) Data set with true clusters indicated with encircled areas and the letters.
(b) U-matrix of the data with empty map units shown as black, and clustering result with
the letters.
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14.3 Use of operator maps to analyze mobile access network

One of the most flexible extensions of the SOM suitable for the analysis of switching time-
series data is the operator map [1]. In operator maps, the map units (or operators) are
generalized to be parametric models that are able to describe the interesting behavioral
patterns in different parts of the data.

In [2, 3], operator maps were applied in the analysis of downlink traffic performance in
a macrocellular network scenario. In the analysis, the relationships between the number
of users, the downlink average transmission power and the downlink frame error rate were
studied. Several operator maps consisting of 16 local operators in a rectangular lattice
of size [4 × 4] were trained using different types of map operators. In Figure 14.3, an
example of an operator map with 16 neuro-fuzzy operators is shown. Each neuro-fuzzy
operator provides a linguistic description for the input variable condition in which the
quality problems occur, enabling easy human analysis of the dependencies in the data.

if nUsr(n) is very high
   nUsr(n−1) is very high
   dlTxp(n) is very med

   dlTxp(n−1) is very med
   

then dlFer is 0.70

1

if nUsr(n) is very med
   nUsr(n−1) is very high
   dlTxp(n) is very med

   dlTxp(n−1) is very med
   

then dlFer is 0.70

2

if nUsr(n) is very high
   nUsr(n−1) is very2 high

   dlTxp(n) is very med
   dlTxp(n−1) is very med

   
then dlFer is 0.72

3

if nUsr(n) is very med
   nUsr(n−1) is very med
   dlTxp(n) is very med

   dlTxp(n−1) is very2 high
   

then dlFer is 0.72

4

if nUsr(n) is very med
   nUsr(n−1) is very high
   dlTxp(n) is very high

   dlTxp(n−1) is very med
   

then dlFer is 0.72

5

if nUsr(n) is very low
   nUsr(n−1) is very high
   dlTxp(n) is very high

   dlTxp(n−1) is very med
   

then dlFer is 0.76

6

if nUsr(n) is very low
   nUsr(n−1) is very High
   dlTxp(n) is very med

   dlTxp(n−1) is very High
   

then dlFer is 0.70

7

if nUsr(n) is very med
   nUsr(n−1) is very high
   dlTxp(n) is very high

   dlTxp(n−1) is very med
   

then dlFer is 0.71

8

if nUsr(n) is very high
   nUsr(n−1) is very high

   dlTxp(n) is very low
   dlTxp(n−1) is very med

   
then dlFer is 0.74

9

if nUsr(n) is very high
   nUsr(n−1) is very2 high

   dlTxp(n) is very high
   dlTxp(n−1) is very med

   
then dlFer is 0.72

10

if nUsr(n) is very low
   nUsr(n−1) is very high
   dlTxp(n) is very med

   dlTxp(n−1) is very High
   

then dlFer is 0.74

11

if nUsr(n) is very high
   nUsr(n−1) is very low
   dlTxp(n) is very med

   dlTxp(n−1) is very med
   

then dlFer is 0.72

12

if nUsr(n) is very high
   nUsr(n−1) is very high
   dlTxp(n) is very high

   dlTxp(n−1) is very med
   

then dlFer is 0.73

13

if nUsr(n) is very med
   nUsr(n−1) is very high
   dlTxp(n) is very2 low

   dlTxp(n−1) is very high
   

then dlFer is 0.73

14

if nUsr(n) is very high
   nUsr(n−1) is very med
   dlTxp(n) is very high

   dlTxp(n−1) is very low
   

then dlFer is 0.77

15

if nUsr(n) is very med
   nUsr(n−1) is very high
   dlTxp(n) is very med

   dlTxp(n−1) is very med
   

then dlFer is 0.73

16

Figure 14.3: Rule-based descriptions of the operators.
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14.4 Use of LogSig-scaling to incorporate expert knowledge
to SOM-based visualization of GSM-network data

Normalization of data is an important step of data analysis. Since most analysis methods
measure distances between data points, a variable having higher variation will dominate
the results. A common way to perform normalization is done by subtracting mean and
scaling to unit variance each of the variables. Outliers, or equivalently uninteresting parts
of the data distribution, reduce weight of interesting parts of the distribution when such
normalization is performed. This causes analysis methods to concentrate on wrong issues.

Data collected from operation of GSM-network is studied in order to compare effects of
two different normalization methods on information content of SOM trained with normal-
ized data [1]. Process experts of the GSM-network provided value ranges of importance
for each of the variables. The proposed normalization method transforms the data by
sigmoidal function whose shape is fixed based on auxliary information from the experts.
By normalizing the data with the proposed method, the SOM visualizes better overall
behavior of the GSM-network, whereas the reference method performing unit variance
normalization causes SOM neurons to stretch toward extreme parts of the data distri-
bution. These exreme parts represent severe, but rare problems in network operation.
Sammon mappings [2] in Figure 14.4 visualize relative positions of neurons in the two
multidimensional SOMs.
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14.5 Analysis of mobile access network

Both 3G and GSM networks produce a huge amount of data. In this project, the Self-
Organizing Map has been used to analyse mobile data [1][2]. 3G network data has been
generated using a wideband code division multiple access (WCDMA) radio network simu-
lator. The GSM data has been collected from real network. The goal is to develop efficient
adaptive methods for monitoring the network behavior and performance. Special interest
is on fault detection and on finding clusters of mobile cells. Cells of one cluster can be
configured using similar parameters.

The method utilizes the SOM algorithm twice when clustering mobile cells. The Self-
Organizing Map is used together with some clustering algorithm to cluster data vectors
of single mobile cell and to cluster the mobile cell features. This two phase clustering
algorithm [3] begins with training a SOM with the data vectors. The codebook vectors
of the SOM are clustered using K-means or some hierarchical clustering method with a
validity index so that exact number of clusters can be defined. The input data vectors are
classified using labeled SOM codebook vectors.
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Figure 14.5: Classified GSM cells

For each mobile cell a histogram is computed. The histogram describes how the data
from one cell fall into the data clusters. These histograms are used as profiles in cell
classification. The profiles a fed into second SOM, which is clustered to find the classes of
cell profiles. The classified mobile cells and their locations are presented in Figure 14.5.

In this method, two level clustering procedure has been used because long term cell
profiles are desired. At least, in 3G systems this is necessary due to high sampling rates,
but also in GSM systems they give us more reliable classification results.
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14.6 Impact of R&D on growth quantiles in manufacturing
firms

Impact of research and development (R&D) on growth in Finnish manufacturing firms is
studied. Growth of a firm is treated as random variable whose distribution is conditional
on regressors, namely size of the firm, R&D intensity of the firm, R&D intensity of the
industry of the firm and growth of the industry of the firm. Local linear quantile regression
model is built in order to capture variation in firm growth given values of the regressors.
Since the model is nonparametric, its parameters vary both by quantiles and values of the
four regressors. SOM is used in visualization of the quantile regression model. Novelty of
this choice is capability to track shapes of the conditional quantiles of firm growth distri-
bution and perform sensitivity analysis for them as function of the regressors. Figure 14.6
shows an illustrative example of SOM in quantile regression visualization.

Results of the study suggest that there exists a relatioship between the conditional
quantiles of firm growth and the regressors. Smallest R&D doing firms gain the highest,
but also the lowest benefits from firm-level R&D investments independent of other factors.
Sensitivity analysis show that only already growing firms gain benefit from increase in firm-
level R&D investments in medium and high technology industries, but in low technology
industries even non-growing firms may gain benefit. Firms in low technology industries
benefit more from increase in industry-level R&D intensity than firms in medium or high
technology industries. More detailed results will be published later in a Master’s thesis.
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Figure 14.6: (a) Scatter plot of simulated data and (b) three-layered SOM arranged along
quantiles 15%, 50% and 85% of random variable y|{x1, x2}.
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15.1 Spatio-temporal analysis of forest nutrition data

Living plants are capable of taking up substances from the environment and using them
for the synthesis of their cellular components. Plant nutrients play an integral role in the
physiological and biochemical processes of forest ecosystems. Therefore the nutritional
status of trees provides an important diagnostic tool for estimating tree condition [1]. In
this project, the nutrient concentrations of pine and spruce needles in Finland and Austria
between 1987–2000 were studied using different data analysis methods [2]. The aim was
to analyze the spatial and temporal distribution of the nutrients and generally find out
what kind of internal structure exists in the data. The analysis methods used in [2] were
spatial statistics, clustering of the self-organizing map and time series modeling. The work
was done in collaboration with the Finnish Forest Research Institute, Parkano Research
Station.

The clustering method of the self-organizing map [3] provided new information about
the relations of the nutrients between different years and locations. The clustering method
was able to represent the structure of the relations of nutrient concentrations in a new
informative way. Using the clustering, we were able to divide the measurements into
groups [2]. The clustering result of Finland on the geographical map in different years
is presented in Figure 15.1. In each group the growth of the needles and the amounts
of the nutrients were different and thus, different groups represented different kinds of
growing conditions. Using the result of the clustering method, it was possible to construct
a temporal model that characterizes the development of the forests of Finland.

1994 1995 1996 1997 1998 1999 2000

Figure 15.1: Clustering of the measurement stands of Finland for years 1994–2000. Colors
indicate different clusters.
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15.2 Using visualization, variable selection and feature ex-
traction to learn from industrial data

Although the engineers of industry have access to process data, they seldom use advanced
statistical tools to solve process control problems. Why this reluctance? I believe that
the reason is in the history of the development of statistical tools, which were developed
in the era of rigorous mathematical modelling, manual computation and small data sets.
This created sophisticated tools. The engineers do not understand the principles of these
algorithms related. If algorithms are fed with unsuitable data, or are parameterized poorly,
they produce biased results, which probably leads an engineer to descregard statistical
tools.

My thesis work [1] proposes algorithms that probably do not impress the champions
of statistics, but serve process engineers. I advocate the three properties: supervised
operation, robustness and understandability. Supervised operation allows and requires
the user to explicate the goal of the analysis. Robustness allows the analysis of raw
process data. Understandability is essential, as the user must know how to parameterize
the algorithm, and how to interpret the results.

To realise a methodology that complies with the above criteria, I studied three types
of algorithms: visualization, variable selection and feature extraction. Variable selection
helps the user to find relevant variables among the hundreds of variables provided by
an automation system; Feature extraction helps the user to mathematically manipulate
the variables to surface relevant information; Visualization provides understandable pre-
sentation of the results. Figure 15.2 illustrates these three tools together with the three
criteria.

Figure 15.2: The three criteria and tool types discussed in my thesis

I illustrated my approach by analysing an industrial case: the concentrator of the Hitura
mine. A significant benefit of algorithmic study of data is efficiency: the manual approach
reported in my early publications took approximately six man months to produce; the
automated approach of this thesis created comparable results in few weeks.
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15.3 Decision models for computerized decision support

Computerized decision support system prototypes have been developed and summarized
in [1], where decision making problem formulation of failure management in safety critical
processes was studied. The main application area was the nuclear power plants. Decision
support in both the control room and maintenance were covered. One of the models, the
use of decision analysis methodology in maintenance problems, is presented in [2].

After these works the objective has been to build decision models for certain applica-
tions, mostly for practical purposes, and also try to find out more general decision making
principles. This approach leads easily to single case studies that are difficult to generalize.
The large amount of possible methodologies and the narrowness of application areas are
also known difficulties.

To find out general principles from separate case studies, to formulate more compre-
hensive decision concepts, and to build more general decision models are difficult tasks.
While such studies produce tested models and concepts, evaluation of these results is dif-
ficult, because there are no competent measures for such purposes. The only really clear
result is the decision support achieved in each particular case.

How to utilize data analysis in computerized decision support systems has been out-
lined. A prototype is being built to demonstrate how to utilize Self-Organizing Map in a
computerized decision support system.

An old decision case that has been analyzed with rule-based methodologies in [1] has
been solved with multi-criteria decision analysis method in [3]. A Comparison with the
elder case has been made in the analysis. The problem is to choose the right control action
in a situation where a leak has appeared in the primary circuit of a BWR nuclear power
plant.

Decision concepts have been reviewed and a conceptual decision model has been built
by case-based means [4]. This model utilizes rule-based methodologies, numerical algo-
rithms and procedures, statistical methodologies including distributions, and visual sup-
port. Probability models are used in handling uncertainties.
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15.4 Context awareness

Context awareness [4] has become a major topic in human-computer interaction. The need
for context awareness is especially large in mobile communications, where the communica-
tion situations can vary a lot. A mobile terminal is often expected to enable connections
all the time. At the same time, it should not irritate the user by signalling in a wrong
way at the wrong moment, or by requiring constant attention to keep it working in the
right way for the situation. In addition, the hand-held terminals are becoming more and
more sophisticated in their function yet smaller in their size. The interaction could be
made easier and less intruding if the mobile device recognized the user’s current context
and adapted its functions accordingly.

Information of user’s preferences is obtained from the logs of different applications,
e.g., calling, messaging, using calendar, or profiling. Piece of ambient information can be
obtained by directly monitoring the user’s physical environment using on-board sensors
and information of user’s location. The operating network itself can offer information, e.g.,
on location. Setting explicit information sources, context tags, located in a short range
network is another approach.

The device can infer parts of the context of the user from features extracted from
on-board measurements of acceleration, noise level, luminosity, humidity, etc. In [1],[2],
we have consider context recognition by fusing and clustering these context features using
a recently introduced method, the Symbol Clustering Map (SCM) [3]. As such, it can be
used for finding static patterns but a suitable transformation of the data allows identifying
also temporal patterns. The recognized clusters/segments can then serve as “higher-level
contexts” that show which combinations of the basic features form common patterns in
the data.

Fig. 15.3 presents an user, the context features and the recognized context in two
different situations. The context is presented here as a user interface profile. In this case,
common contexts are recognized unsupervised by the SCM from training data. However,
the labeling (deciding the profile) is done afterwards by the user, and the selection of the
profiles/actions is based on a lookup table. A future aim is that the terminal would also
learn to suggest applications according to user’s spontaneous actions in different situations.

Publications [1, 2] are joint work with Dr. John Adrian Flanagan in Nokia Research
Center, Helsinki, Finland and Dr. Jani Mäntyjärvi in VTT Technical Research Centre of
Finland, Oulu, Finland.
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Figure 15.3: In panel (a) SCM has recognized a “walking outdoors” context based on the
active features listed to the right of the image. “Keypad lock on” and “Outdoors profile”
have been activated according the the action lookup table. In Panel (b) a “working profile”
is launched due to the office context.
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15.5 Dependency trees from industrial time-series data

Industrial processes generate large masses of multivariate, noisy time-series data. In ex-
ploring the database, the analyst is interested in looking at the structure of the data set,
or more specifically dependencies among the variables. Our problem is to seek for depen-
dencies between the N variables in the data set. The dependencies are defined through
multiple linear regression models, which are estimated from the data. Before model fitting,
time-series are denoised using the Wavelet transform. In model fitting, one variable at
the time is the dependent variable and rest of the variables are possible regressors. Sparse
regression algorithms are used to select the best regressors among all candidates and esti-
mate the corresponding regression coefficients. Bootstrap is also applied on the selection
and the estimation. The relative weight of the each regressor is computed from the boot-
strap replications of the regression coefficients. The relative weight of the regressor is a
measure of belief that the regressor belongs to the estimated linear model. These relative
weights are thresholded to yield graphs, some graph operations are performed to define
dependent variables. Taken together, the method defines a dependency tree, or possibly
a dependency forest. More detailed results will be reported in a Master’s thesis.
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Figure 15.4: Examples from an artificial data set. In (a), the relative energies of the
sparse linear model coefficients estimated from the bootstrapped data sets are shown. In
(b), dependencies between variables are defined using thresholding and operations on the
resulting graph.
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16.1 PRIMA—Proactive information retrieval by adaptive
models of users’ attention and interests

Samuel Kaski, Jarkko Salojärvi, Eerika Savia, Kai Puolamäki

Introduction

Successful proactivity, i.e. anticipation, in varying contexts requires generalization from
past experience. Generalization, on its part, requires suitable powerful (stochastic) models
and a collection of data about relevant past history to learn the models.

The goal of the PRIMA project is to build statistical machine learning models that
learn from the actions of people to model their intentions and actions. The models are
used for disambiguating the users’ vague commands and anticipating their actions.

In information retrieval we investigate to what extent the laborious explicit relevance
feedback can be complemented or even replaced by implicit feedback derived from patterns
of eye fixations and movements that exhibit both voluntary and involuntary signs of the
users’ intentions. Inference is supported by models of document collections and interest
patterns of users.

PRIMA is a consortium with Complex Systems Computation Group, Helsinki Insti-
tute for Information Technology (Prof. Petri Myllymäki), and Center for Knowledge and
Innovation Research (CKIR), Helsinki School of Economics (Doc. Ilpo Kojo). It started
in 2003, and the first results are on modeling of eye movements.

Predicting relevance from eye movements

We measure eye movements during reading, and based on this implicit feedback, try to
infer how relevant the document is to the user. Eye movements have earlier been used
as alternative input devices in human-computer interfaces (e.g. [5]), and recently in a
proactive dictionary which becomes automatically activated [1]. To our knowledge, they
have not been used in information retrieval before.

The main challenges are that (i) the signal is complex and very noisy, and (ii) inter-
estingness or relevance is higly subjective and thus hard to define. We started the project
by feasibility studies to find out whether the problems are solvable.

We constructed a controlled experimental setting in which it is known which documents
are relevant, and then tried to learn relevance from measured eye movement patterns.
The user was instructed to find an answer to a specific question, and then shown a set of
document titles (Fig. 16.1), of which some were known to be relevant.

In the first feasibility study [3] we extracted a set of standard features [2] from eye
movements for each word and combined them to title-specific feature vectors. The two
goals of analysing the data were to find out whether relevance can be estimated in this
simplified setup using standard features, and which features were important in predicting
the relevance. The data was explored with unsupervised methods (Principal Component
Analysis and Self-Organizing Maps), and their supervised versions, Linear Discriminant
Analysis (LDA) and SOM that learns metrics (cf. Section on Learning metrics).

The results were encouraging; even a simple linear classifier was able to determine
relevance clearly better than by chance (80.5% vs. 63%), and a subset of five features was
sufficient. There were also many non-linear effects in the data, implicating that a better
discrimination is to be expected with a non-linear classifier.

Classification accuracy is also likely to improve when the temporal structure of the data
is taken into account. We have started work on Hidden Markov Models (HMMs), which
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Haluaisit tietää lisää, miten Kent suhtautuu saamaansa suosioon

Mikä seuraavista otsikoista eniten liittyy asiaan

Näillä autoilla törmäillään

Belgian Mathilde odottaa toista lasta

Retkiluistelijat jäivät jään vangeiksi Ruotsissa

Tupakantuskaan uusi kohulääke

Kent arvostelee Ruotsin valtiota

Hopea ei kelvannut Hermann Maierille

Kent teki biisin suomeksi

Finnair−stadionin tekonurmesta päätös tänään

Menestys ei ole kihahtanut Kentillä hattuun

Gimmelin Ushmaa heitettiin kakulla

Pasi Nielikäinen edes yritti taklata kärppäpaidassa

Kent kahmi ennätysmäärän Grammiksia

Figure 16.1: The experimental setup. Left: The eye movements of the user are being
tracked with a head-mounted eye tracker. The tracker consists of a helmet with two
cameras; one monitors the eye and the other one the visual field of the subject. Right:
The eye movement pattern during reading plotted on the assignment. Lines connect
successive fixations, denoted by circles (Matlab reconstruction). Each line contains one
document title, and some of the titles are known to be relevant.

have earlier been used for segmenting the low-level eye movement signal to detect focus of
attention (see [6]) and for implementing (fixed) models of cognitive processing [4]. First
results of applying HMMs to our problem setting show improvement of the classification
accuracy from 69.2% (using LDA) to 75.8% (NIPS Machine Learning Meets the User
Interface workshop, December 2003).
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16.2 Data analysis using a tree-shaped neural network

Jussi Pakkanen

Modern data analysis problems usually have to deal with very large databases. When the
amount of data samples grow to millions or tens of millions, many traditional tools and
techniques slow down noticeably. This, combined with the curse of dimensionality, makes
problems involving large data sets very difficult to approach.

Classical computer science has a long history of dealing with data sets. One of the
most common approaches is the divide and conquer approach, where a large problem
is separated into smaller subproblems. Another way to approach the problem is using
different kinds of search trees, which efficiently index the data.

Our research has focused on finding novel methods to combine neural network systems
with large data set manipulation tools of computer science. The goal is to create new
neural systems that can be used to analyze huge data bases efficiently while retaining a
high precision. The first realization of this research is The Evolving Tree [1].

Figure 16.2: The general architecture of the Evolving Tree and an example of adaptation
to data.

Figure 16.2 demonstrates the basic properties of the Evolving Tree. The left image
shows how the tree is made of two kinds of nodes. The black leaf nodes are the actual
data analysis nodes, which perform vector coding. The white trunk nodes form an efficient
search tree to the leaf nodes. The arrows show how a single search on the tree might
progress. During training the Evolving Tree grows by creating new leaf nodes to those
areas of the data space that are deemed to be underrepresented.

The right image on Figure 16.2 shows how the Evolving Tree adapts to an artificial
two-dimensional data set. The dots are the code vectors.. The training had started with
a single node, but the tree has grown in size to better explain the data.

Tests on artificial and real world data indicate that the Evolving Tree could be applied
to several problems, such as pattern recognition, data mining, density estimation, and
exploratory data analysis.
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16.3 Computational model of visual attention

Teuvo Kohonen

By means of simple modeling approaches, an explicit explanation has been given in this
work to the following phenomena: 1. Automatic activation of a subset of visual signal
paths, equivalent to an “attentional window,” such that the width of the window is defined
by the relative variances of the visual signals. 2. Narrowing of the “attentional window”
when small saccadic eye movements, voluntary or involuntary, are made. This effect can
be shown to ensue from the same model, when the primary signals are further high-pass
filtered. 3. Shifting of the “attentional window” when strong or novel stimuli (distractors)
occur eccentrically in the visual field.

The channel organization

Consider the circular subareas in Fig. 16.3, which delineates a simplified model retina. In
this kind of mapping the small foveal areas and the large peripheral areas are thought to
project into areas of equal size in the higher parts of the brain. Then we may imagine that
the signal paths starting at the retina and ending up on the visual cortex are organized
in spatially ordered, functionally separate channels corresponding to the small circles in
Fig. 16.3. A channel is here identified with a set of signal paths, the transmittance of
which is controlled by a common control circuit. The transmittances of the channels are
assumed to have soft shoulders, e.g., Gaussian.

Figure 16.3: Placement of the channels over a hypothetical model retina, around the fovea.
A control circuit with corresponding (effective) diameter is associated with each circle.

Assume now that the control circuit of each channel is able to analyze some kind of
information content in its incoming signals. The control circuits shall also be able to
compare their information contents and mutually compete on the permission for activation.

Consider that if we want to compare the information content of subareas relating to
such an inhomogeneous sampling system as the retina, any information measure should
be related to the resolution of vision in the corresponding subarea.

If the cross section of each channel is then partitioned into an equal number of subfields,
if the intensity of the picture is averaged over each such subfield, and if the variance of
these averaged values is then taken, we obtain a robust measure that is independent of
the width of the channel and describes variations of the signal intensity at the given
resolution. Let us call this kind of “information measure” the resolution-related variance.
Notwithstanding, since the absolute variations are slightly different in the light and dark
areas of the image, it has further turned out, for photographic images at least, to be most
effective to divide the variance by the average of the signal values in the channel.
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The sampling grid

In simulations, photographic images were used where the pixels were defined in an orthogo-
nal grid. The resolution-related variance in each channel shown in Fig. 16.3 was computed
by placing a sampling grid over the channel (Fig. 16.4); the diameter of the sampling grid
shall be selected to correspond to the diameter of the due channel, and thus around the
assumed direction of the gaze the sampling grid shall be smaller and have fewer pixels,
whereas the diameter of the grid shall be selected wider and more pixels must be covered
with increasing distance from the direction of the gaze. A constant number, e.g., seven
subsets of pixels over each sampling grid were defined, and the averages avi, i = 1 . . . 7
of the pixels over these subsets were computed. The resolution-related variance for each
sampling grid was evaluated by computing the variance of the avi. After that, the variance
was divided by the average of all pixels of this grid. The figure so obtained defines the
variable Variance in Eq. (16.1).
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Figure 16.4: Two examples of the sampling grids used for the control of gating of signal
transfer in simulations. The small dots correspond to pixels. Over each of the seven square
areas, the average avi, i = 1 . . . 7 of the pixels is computed, whereafter the variance of the
avi is evaluated, and the variance is further divided by the average of pixels over the seven
squares.

Optimal width of a channel

Before discussing the system of channels as delineated in Fig. 16.3, it may be interesting
to find out how an optimal width of a channel, concentrated at a particular location of the
image, is determined by the resolution-related variance.

Consider that we try channels of varying width at a certain location of the image. We
are looking for the width of the control grid that maximizes the normalized variance of the
local averages avi of the pixel values, denoted Variance. Let us call the image data vector
Image. Let Grid(w) mean the choice for the grid with width w; then the “optimal”
width wo is defined to be

wo = arg max
w

{Variance[Grid(w), Image]} . (16.1)

A robust optimization of wo in Eq. (16.1) was carried out over a discrete set of five
sampling grids, with their widths varying from 10 to 80 pixels, respectively.

In the first series of simulations illustrated in Fig. 16.5 we demonstrate the “optimal”
width of the attentional window, when the gaze was directed at various objects of different
widths; the fish, the palm, and the telephone pole, respectively.
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Figure 16.5: Demonstration of the opening of attentional windows, the widths of which
were automatically determined by the structures present in the area around the gaze. First
and third picture: original images. The rest of the pictures show attentional windows,
when the gaze was directed to one fish, the palm, and the telephone pole, respectively.

Narrowing of the attentional window

The next phenomenon that is explainable by the optimization approach is the narrowing
of the attentional window when the gaze is moved, voluntarily or involuntarily, by a small
amount.

Let us assume that every sampling grid, to some extent, has also high-pass filter
properties, i.e., it enhances transient (phasic) values of the signals it samples. Let these
temporal variations of the signals ensue from the shifts of the gaze, i.e., translations of the
input image over the sampling grids.

Consider the spatial frequencies of the images: if the translation is small, the absolute
value of the difference is approximately proportional to the Euclidean norm of its gradient,
in which high spatial frequencies are enhanced in proportion to the frequency. In the
evaluation of the optimal width wo from Eq. (16.1), the variances computed from the avi

for the difference image thus decrease with the width of the grid, too, and the optimal
width wo is decreased.

When only a fraction of the previous image is subtracted from the new image, a similar
shift of wo towards smaller values, although a weaker one, can be seen. This effect is then
reflected as narrowing of the attentional window. In Fig. 16.6 a sequence of images is
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shown, where the subtracted fraction was 50 per cent of each previous image.

Figure 16.6: Automatic narrowing of the attentional window, when the variances were
computed on the basis of images from which 50 per cent of the previously sampled trans-
lated image was subtracted. The three pictures form a sequence, in which the gaze was
shifted in steps, the size of which became successively smaller.

Attentional window as an activated subset of channels

Finally we shall consider the more complete “biological” case in which the set of channels is
fixed and their sizes and positions were defined in Fig. 16.3. For each channel, a sampling
grid of corresponding diameter is associated.

Instead of looking for the optimized width of the channel as before, we thus now keep
the positions and widths of the channels fixed and try to determine a combination of
k activated channels over which the normalized resolution-related variance of the avi is
highest. In this way, while most of the channels are located eccentrically with respect to
the direction of the gaze, the combination of the activated channels defines a more or less
symmetric (usually noncircular) attentional window.

In the simulation presented in Fig. 16.7 we thus use the 33-channel “retina” of Fig. 16.3
and let four highest-variance channels define the attentional window. As can be seen, the
four channels together tend to emphasize a part of the visual field where some meaningful
pattern is present.

It is also discernible that if the variance in the central part of the visual field is low,
prominent eccentric patterns tend to attenuate weaker parts of the visual field, which can
then be interpreted as the distraction of attention by the prominent eccentric objects.
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Figure 16.7: Examples of attentional windows spanned by a combination of four activated
channels. The black cross indicates the direction of the gaze. The first picture is another
original image, of which a part (the statue) is selected and emphasized in the second pic-
ture. In the third picture (cf. the first picture in Fig. 16.5, a butterfly-formed attentional
window, compassing two of the fishes, is opened. In the lowest picture (cf. the third pic-
ture in Fig. 16.5), the form of the resulting attentional window is oblong and the window
stretches along the trunk of the tree.
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17.1 Data mining

The work concentrates on combinations of pattern discovery and probabilistic modeling
in data mining: pattern discovery aims at finding local phenomena, while modeling often
aims at global analysis. Pattern discovery techniques can be very efficient in finding
frequently occurring patterns from large masses of data. One of the basic questions is how
much does the collection of frequent patterns tell us about the underlying distribution.
We have analyzed the use of maximum entropy approaches to inferring distributions from
frequent pattern collections and obtained quite good empirical results [6]. Another major
question is finding structure in large collection of 0-1 data: the results include a simple
model of topics in 0-1 data, and simple algorithms for finding the topic structure [5]. In
industrial cooperation projects we have recently developed simple and efficient algorithms
for on-line clustering.

The combination of probabilistic and algorithmic techniques is also visible in several
new themes. One major new theme in the work is in finding good segmentations for
sequences. The (k,h)-segmentation problem and algorithms [2] show how one can locate
recurrent sources from sequences; the approach applies to basically any probabilistic model
for the generation of points in the sequences. We have also looked at the question of finding
fragments of total orders from unordered data [1], which seems to be a fruitful approach.
We are also investigating different approaches to subspace clustering.

On pure pattern discovery area, topics include approximation of frequent set collections
and pattern discovery algorithms [3].

The work on combining local and global analysis in data mining will continue. Po-
tential new themes include spectral clustering, interplay of probabilistic clustering and
frequent sets [4], and word discovery from sequences. The work has lots of connections to
applications, e.g., in paleontology and genomics.
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17.2 Latent topics in 0-1 data

Large collections of 0–1 data occur in many applications, such as information retrieval,
web browsing, telecommunications, and market basket analysis. While the dimensionality
of such data sets can be large, the variables (or attributes) are seldom completely inde-
pendent. Rather, it is natural to assume that the attributes are organized into (possibly
overlapping) topics, i.e., collections of variables whose occurrences are somehow connected
to each other. For example, in document data the topics correspond to topics of the
document: e.g., phrases “data mining”, “decision trees” and “association rules” probably
are included in one topic, which might be called the “data mining” topic. In supermarket
market basket data, the topics could correspond to classes of products such as soft drinks,
vegetables, etc. In discretized gene expression data topics could correspond to groups of
genes that are expressed in similar conditions or tissues.

Finding topics from data is by no means easy: the topics can be overlapping; a par-
ticular topic may be active only for a subset of documents; all attributes in a topic might
not be present in the same observation. In the papers [1] and [2] we describe methods to
estimate these hidden topics in 0-1 data. We specify several data models and give algo-
rithms for finding the topics. An example of our topic model is given in Figure 17.1. The
observed data are generated by interactions between independent latent topics: Each topic
has a probability sj of being active in an observation vector. The topics j then generate
occurrences of variables A, B, C, . . . according to some topic-variable probabilities that are
listed in matrix A.

A

A

A

A

A A

AA
A

(A,1)

s s s1 2 3

(G,3)

(B,1)
(C,1)

(B,2)

(D,2)

(E,2)

(D,3)

(F,3)

E F GB C DA

1 32

Figure 17.1: An example topic model. Topics 1, 2 and 3 are generated independently of
each other with probabilities s1, s2 and s3. The topics then generate observed variables
with probabilities A(i, j). The dashed arrows indicate that a variable may be generated
by several topics.
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17.3 Applications in bioinformatics

Gene expression data analysis

Thousands of simultaneous gene expression measurements can be obtained with the mi-
croarray platform. As a result of an experiment, the analysts are faced with an abundance
of data, usually a N × p matrix of continuous gene expression measurements, where N

denotes the number of measured genes (usually in the thousands) and p the number of
samples or subjects (usually a handful). In close collaboration with specialists in relevant
fields in biology and medicine, we have analyzed this type of gene expression data in var-
ious cancer investigations [1,3,6,7], where the patient material is well characterized and
other information is also available.

The analysis of the resulting gene expression data matrix can proceed in many alterna-
tive ways. We have used signal decomposition methods, for instance, principal component
analysis [3,6,7] and non-negative matrix factorization [5] to yield meaningful components
from the data. For instance, projections of data on the first principal component have
been used as a score for collective difference in expression between the samples and the
reference. In order to avoid stating random findings as true, we have extensively used the
permutation testing in validating the results with the data set at hand [1,2,3,6,7]. Findings
from the screening type of studies should be externally confirmed [1,3,6,7].

We have also examined publicly available gene expression data from baker’s yeast [2].
Our statistical analysis indicates a correlation between genes located in the same chromo-
some that is only partially explained by known regulation mechanisms. These mechanisms
function at a small spatial range, and indeed genes that are located close to each other are
more tightly co-regulated; but also genes far away from each other show a small but sig-
nificant correlation. By analyzing gene expression data in combination with other sources
of data, one can make improved inferences.

Currently, the work continues with method development in the probabilistic framework
to combine several sources of data, and to draw improved inferences based on the joint
data set. The immediate application area is found in our collaborative cancer research:
we are working on a project aiming at finding tumor markers of work-related lung cancers.
Existing measurements include gene expression data from the microarray platform, copy
number alteration measurements along the chromosome, characterization of the patient
material, and gene annotation databases.

Quality control of microarray data

One strand of our work has investigated quality control of data originating from the mi-
croarray measurement platform, based on image analysis of scanned images of hybridized
microarrays [4]. The goal is to be able to automatically classify spots into good and faulty
spots, so that no erroneous spot would enter the subsequent analysis, therefore possibly
causing bias in results. We extract features from the spot image describing shape, regu-
larity and uniformity, and train a Naive Bayes classifier on the extracted features using
a pre-labeled database of spot images. Furthermore, we describe a non-symmetric cost
model in the cost-sensitive classification setting. Out of the three repetitions of the same
measurement, we should allow as many good measurements as possible to enter to subse-
quent analysis, but to prevent an erroneous spot to be taken into account in the analysis
phase. The results are assessed with Receiver Operating Characteristic (ROC) curves in
the classification setting and expected costs in the cost-sensitive classification setting.

We plan to investigate the extension of these techniques to a three-color microarray
platform, where a third channel is used to effectively bind to all probes of the array.



From Data to Knowledge Research Unit 221

Figure 17.2: Example of an image of microarray containing numerous faulty spots is shown
left. Four examples on the images on the right side demonstrate possible problems, for
instance, spots of varying sizes in the two upper images and scratches and noise in the
two lower images, respectively.
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