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8.1 Self-organizing maps: introduction

Teuvo Kohonen

The name Self-Organizing Map (SOM) signifies a class of neural-network algorithms in
the unsupervised-learning category. In its original form the SOM was invented by the
founder of the Neural Networks Research Centre, Professor Teuvo Kohonen in 1981-82,
and numerous versions, generalizations, accelerated learning schemes, and applications of
the SOM have been developed since then.

The central property of the SOM is that it forms a nonlinear projection of a high-
dimensional data manifold on a regular, low-dimensional (usually 2D) grid. In the display,
the clustering of the data space as well as the metric-topological relations of the data items
are clearly visible. If the data items are vectors, the components of which are variables with
a definite meaning such as the descriptors of statistical data, or measurements that describe
a process, the SOM grid can be used as a groundwork on which each of the variables can be
displayed separately using grey-level or pseudocolor coding. This kind of combined display
has been found very useful for the understanding of the mutual dependencies between the
variables, as well as of the structures of the data set.

The SOM has spread into numerous fields of science and technology as an analysis
method. We have compiled a list of over 5000 scientific articles that apply the SOM or
otherwise benefit from it.

The most promising fields of application of the SOM seem to be

• data mining at large, in particular visualization of statistical data and document
collections,

• process analysis, diagnostics, monitoring, and control,

• biomedical applications, including diagnostic methods and data analysis in bioinfor-
matics, and

• data analysis in commerce, industry, macroeconomics, and finance.
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8.2 5384 works on SOM

Merja Oja, Samuel Kaski, Teuvo Kohonen

The Self-Organizing Map (SOM) algorithm has attracted a great deal of interest among
researches and practitioners in a wide variety of fields. The SOM has been analyzed
extensively, a number of variants have been developed and, perhaps most notably, it
has been applied extensively within fields ranging from engineering sciences to medicine,
biology, and economics. We have collected a comprehensive list of 5384 scientific papers
that use the algorithms, have benefited from them, or contain analyses of them. The list
is intended to serve as a source for literature surveys.

The collection is available at the WWW address http://www.cis.hut.fi/nnrc/

refs/ (cf. [1, 2]).

A SOM of SOM references. The SOM references were organized onto a document
map to study the relationships between the topic categories, and to provide an interface
for browsing and searching the collection. A WEBSOM [3] was computed using the titles
of the documents. For some documents also an abstract was available and it was used in
the computation.

The map is available for browsing and search in the address http://websom.hut.fi/
websom/somref/search.cgi.
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8.3 Median self-organizing map of human endogenous retro-

viruses

Merja Oja, Panu Somervuo, Samuel Kaski, Teuvo Kohonen

Only about two percent of human DNA codes for proteins. The function of the rest
is unknown, and it has been called “junk DNA.” It is, however, far from random, and
numerous studies (for a review see [1]) have already shown that it may serve for meaningful
functions.

About 45 per cent of the DNA [2] is derived from transposons, parts of genome capable
of moving or copying themselves in the genome. About eight per cent consists of specific
kinds of transposons, called human endogenous retroviruses (HERV). Human retroviruses
such as HIV in general are viruses capable of copying their genetic code to the DNA
of humans, and they become endogenous once they have been copied to the germ-line.
Human endogenous retroviruses, in contrast to some other human transposons, are not
capable of moving any longer but it has been suggested that they may have functions in
regulating the activity of human genes, and may produce proteins under some conditions
[3]. It is important to learn more about the HERVs and their effect on our genome.

We have started studies on human endogenous retroviruses (HERVs) by exploring their
mutual relationships and their similarities to other DNA elements [4]. We demonstrated
that a completely data-driven grouping is able to reflect same kinds of relationships as more
traditional biological classifications and phylogenetic taxonomies. The clusters and their
visualization were computed with the Median Self-Organizing Map algorithm [5] of pair-
wise FASTA-based distances [6]. The whole-sequence distances were able to distinguish
between the different known types of endogenous elements, and exogenous retroviruses.
The HERVs became grouped meaningfully (see Figure 8.1).
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Figure 8.1: Part of the Median SOM of HERV, LINE, and exogenous retrovirus se-
quences. Every second (bordered, and dotted if not being a best match for any sequence)
hexagon denotes a SOM unit, and the rest are U-matrix entries indicating distance be-
tween the units. The resulting light areas are clusters and black stripes borders be-
tween them. Symbols of the sequences have been inserted to the locations where the
sequences have been mapped. Manually assigned names for the clusters are presented on
the map. (V=virus, RV=retroV, SV=sarcomaV, OSV=osteoSV, LV=leukemiaV, Mu=murine,

TLV=T-lymhocytic V, CV=carcinomaV, AEV=arthitis-encephalitis V, IAV=infectious anemia V,

MCV=myelocytomatosis V, FFV=focus forming V.)
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8.4 Self-organization of very large document collections

Teuvo Kohonen, Samuel Kaski, Krista Lagus, Vesa Paatero

Text mining systems are developed to aid the users in satisfying their information needs,
which may vary from searching answers to well-specified questions to learning more of
a scientific discipline. The major tasks of web mining are searching, browsing, and vi-
sualization. Searching is best suited for answering specific questions of a well-informed
user. Browsing and visualization, on the other hand, are beneficial especially when the
information need is more general, or the topic area is new to the user. The SOM, applied
to organizing very large document collections, can aid in all the three tasks.

The WEBSOM method

In a method that we have called the WEBSOM [1], a massive collection of documents can
be organized efficiently on a large self-organized map.

The computation of document maps. In short, the method is as follows: Encode
each document using the vector space model [2] with word weighting. Rare words and a
stoplist of common words are excluded. The document vectors are condensed for com-
putational reasons by applying the random projection [3] method. Finally, the document
vectors are automatically ordered on a self-organizing map. Various shortcut methods are
applied in the construction of large SOMs, including application of a pointer representa-
tion in the random projection for fast generation of the document vectors, utilization of
the Batch Map algorithm for SOM learning, accelerated winner search, speeded distance
computation by neglecting zero-valued elements in the vectors, rapid estimation of a larger
map based on a smaller one, and saving memory by using reduced accuracy in storing the
maps. It has been shown [1] that while these shortcut methods reduce computation time
by an order of O(d) where d is the vocabulary size (nearly 50,000 in our largest experi-
ment), the quality of the maps is practically the same as with a computation where no
shortcut methods have been applied.

User interface. The final document map is presented as a series of HTML pages and
clickable images that enable exploration of the grid points: a mouse click on a grid point
brings to view the links to documents residing in that grid point. The documents, stored
in a database, can then be read by following the links. A large map can be first zoomed to
view subsets of it more closely. For the largest maps we have used several zooming levels.
To provide guidance in the exploration, an automatic method, described in [4], has been
utilized for selecting keywords to characterize map regions. The selected words have been
marked on the map display.

Content-addressable search. The interface to the map has been provided with a form
field into which the user can type a query in the form of a short “document.” This query
is preprocessed and a document vector is formed in the exactly same manner as for the
stored documents. The resulting vector is then compared with the “models” of all SOM
grid points, and the best-matching points are marked with circles on the map display: the
better the match, the larger the circle. These locations provide good starting points for
browsing.
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Keyword search. If the user wants to find documents containing a single keyword or
very few keywords, one can search the map using a more conventional keyword search
mode which is provided as an alternative to the content addressable search. The keyword
search is performed by accessing an index from each word to the map units where that
word occurs.

Experiments

The largest published map

The largest WEBSOM map made so far is a map of 6,840,568 patent abstracts that were
available in electronic form and written in English. The size of the SOM was 1,002,240
models (neurons), and the dimensionality of each model was 500. The representation
for each document has been made by projecting the 43,222-dimensional word histogram
randomly onto the final 500-dimensional space. Formation of the document map and
the interface took altogether about 6 weeks with the newest speedup methods; searching
occurs in a few seconds.

The Britannica map

For this map, published in [5], the collection consisted of about 68,000 articles from the
Encyclopaedia Britannica, and additionally summaries, updates, and other miscellaneous
material of about 43,000 items. Very long articles were split into several sections, resulting
in a total of about 115,000 documents.

The documents were preprocessed to remove HTML markup, links and images. In-
flected word forms were converted to their base forms using a morphological analyzer. The
average length of the documents was 490 words. The size of the finally accepted vocabulary
was 39,058 words. The words were weighted by the inverse document frequency (IDF).
The representation for each document was made by projecting the 39,058-dimensional
weighted word histogram randomly onto the final 1000-dimensional space.

The size of the SOM was 12,096 units. Speedups were employed in the creation of
the map, namely SOM magnification, and the batch map algorithm where the speeded
winner search was employed for fast convergence. The model vectors were represented
using reduced accuracy to decrease the memory requirements.

Figure 8.2 exemplifies a case of keyword search. The map and the collection can be
explored using a WWW-browser. Further examples of document maps can be found at
http://websom.hut.fi/websom/.

Once an interesting region has been located e.g. by the search facility, it can be explored
by zooming on the map. Figure 8.3 shows an example of how the local ordering of the
map may be useful for examining a topic.

Using the document maps for improving search results

Previously, it has been shown how the maps can be utilized for exploration of a large
document collection with the help of a browsing interface and the visualized map display.
However, as described in [6], the document maps can also be applied for searching without
the benefit of the visual interface.

When using the small CISI test collection intended for information retrieval tests, a
statistically significant improvement was found when comparing to the standard vector
space model. The favourable effect is considered to be due to the fact that the document
map brings into the result set similar, relevant documents that do not contain otherwise
sufficient amount of the particular words utilized in the search expression.
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"whale"
Search:

(b)

(a)

(c)

habitats

Whales from the perspective

whales, their properties, and
of biology, different kinds of  

Conservation of nature in
general, Whaling agreement,
Territorial limits and marine
resources

Modern whaling, primitive
whaling, harpoons,  eskimos

Figure 8.2: The map of Encyclopaedia Britannica articles where the results of a search for
’whale’ are depicted. The document map is visualized in the background, and the lighter
shades of colour correspond to document clusters. The words written on the document
map have been selected automatically using the method described in [4]. The search hits
are indicated with blue circles, the size of which describes the goodness of the hit. Three
different aspects regarding whales are described in the insets.
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Figure 8.3: A close-up of the map of Encyclopaedia Britannica articles. The user has
clicked a map region with the label ’shark’, obtaining a view of a section of the map with
articles on sharks, various species of fish and eel (in the middle and left); insects and larvae
(lower right corner); various species of birds (upper right corner); etc. Searches performed
on the map confirm that also whales and dolphins can be found nearby (not shown). A
topic of interest is thus displayed in a context of related topics. The three insets depict
the contents of three map units, i.e., titles of articles found in the unit. By clicking the
title, one may read the article. The ’descriptive words’ list was obtained with the labeling
method [4] and contains a concise description of the contents of the map unit.
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Conclusions

We have demonstrated that it is possible to scale up the SOMs in order to tackle very
large-scale problems. The strength of the large map displays is in “finding” rather than
“searching for” relevant information. Nevertheless, experiments on a small reference col-
lection indicate that the obtained clusters may serve as meaningful sub-topics that can be
used to improve accuracy also in a more focused search task.

Although initially designed for text mining, WEBSOM document maps have additional
applications in other fields of natural language processing. Examples of such applications
are described in Section 12 where the document maps have been aplied to improving
speech recognition and for word sense disambiguation.
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