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The Self-Organizing Map (SOM) algorithm has been widely implemented in various
software tools and libraries, for example, the SOM Toolbox [5]. However, for a common
practitioner a difficulty with applying the SOM in data mining has been that there is
no wide consensus or understanding of the methods needed for post-processing the SOM.
Thus, methods for the two most important application areas of the SOM — visualization
and cluster analysis — have been investigated and developed.

The goal of this work has been to enhance the data exploration process based on the
SOM, see Figure 15.1. The work has been motivated by a number of practical data mining
projects where SOM has been a central data analysis tool [2]. It has become apparent
that while the SOM can be used to quickly create a qualitative overview of the data,
turning this qualitative information to quantitative characterizations requires a great deal
of expertise and manual work. The subsequent research has concentrated on devising
such methods and on gaining a better understanding of the possibilities, strengths, and
weaknesses of the SOM in data exploration.
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Figure 15.1: Applying the SOM in data mining. After data collection, the data is pre-
processed, normalized, and a SOM is trained. In this work, we have concentrated on
visualization and clustering in the post-processing of the SOM.
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In [4], clustering of data using SOM is investigated. This is essentially a two-phase ap-
proach which reduces the computational load of clustering considerably, making clustering
of large data sets feasible. Also, a SOM-based cluster visualization and its application to
false coloring is described in a closely related paper [1].

Methods for interpretation of SOM clusters and a framework for (semi)automated
analysis of hierarchical data are presented in [3]. Clusters are derived automatically, and
then characterized by ranking the variables, and by constructing characterizing rules for
the variables. The rules are formed by maximizing a novel measure of significance. In
case of hierarchical data, the clusters form new variables for the upper level data, and the
characterizations allow one to give them meaningful names.

An outline of a system for automatically generating data survey reports of table-format
numerical data is described in [6]. Algorithms for constructing a cluster hierarchy and
describing the clusters are proposed. Different methods and representations are combined
to produce a unified and comprehensive report of the properties of the data manifold.
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