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Abstract. This paper presents a method that combines Mutual Information and 
k-Nearest Neighbors approximator for time series prediction. Mutual Informa-
tion is used for input selection. K-Nearest Neighbors approximator is used to 
improve the input selection and to provide a simple but accurate prediction 
method. Due to its simplicity the method is repeated to build a large number of 
models that are used for long-term prediction of time series. The Santa Fe A 
time series is used as an example. 
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1   Introduction 

In any function approximation, system identification, classification or prediction task 
one usually wants to find the best possible model and the best possible parameters to 
have a good performance. Selected model must be generalizing enough still preserv-
ing accuracy and reliability without unnecessary complexity, which increases compu-
tational load and thus calculation time. Optimal parameters must be determined for 
every model to be able to rank the models according to their performances. 

In this paper we use Mutual Information (MI), described in Section 2, to select the 
inputs for direct long-term prediction of a time series. Leave-one-out (LOO) method, 
described in Section 3, is used to select the correct parameter for MI. Both MI and 
LOO rely on the k-Nearest Neighbors (k-NN) method, which is described in Section 
4. Section 5 gives information about the time series prediction problem and finally the 
obtained experimental results, conclusions and further work are presented in Sections 
6 and 7. 

2   Mutual Information for Input Selection 

Input selection is one of the most important issues in machine learning, especially 
when the number of observations is relatively small compared to the number of in-
puts. In practice, the necessary size of the dataset increases dramatically with the 
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number of observations (curse of dimensionality). To circumvent this, one should first 
select the best inputs or regressors in the sense that they contain the necessary infor-
mation. Then, it would be possible to capture and reconstruct the underlying relation-
ship between input-output data pairs. Within this respect, some approaches have been 
proposed [1-3]. Some of them deal with the problem of feature selection as a gener-
alization error estimation problem. These approaches are very time consuming and 
may take several weeks. However, there are other approaches [4-5], which select a 
priori inputs based only on the dataset, as presented in this paper.  

In this paper, the Mutual Information (MI) is used as a criterion to select the best 
input variables (from a set of possible variables) for the long-term prediction purpose.  

The MI between two variables, let say X and Y, is the amount of information ob-
tained from X in the presence of Y, and vice versa. MI can be used for evaluating the 
dependencies between random variables, and has been applied for Feature Selection 
and Blind Source Separation [6].  

Let’s consider two random variables; the MI between them would be  

),()()(),( YXHYHXHYXI −+=  , (1) 

where H(.) computes the Shannon’s entropy. Equation (1) leads to complicated inte-
grations, so some approaches have been proposed to evaluate them numerically. In 
this paper, a recent estimator based on l-NN statistics is used [7] (l is used instead of k 
here to avoid confusion with the k appearing in section 4). The novelty of this ap-
proach consists in its ability to estimate the MI between two variables of any dimen-
sional spaces. The basic idea is to estimate H(.) from the average distance to the l 
nearest neighbors. MI is derived from equation (1) and is estimated as  

)()()(/1)(),( NnnllYXI yx ψ+ψ+ψ−−ψ=  , (2) 

where N is the size of the dataset, l is the number of nearest neighbors and ψ(x) is the 
digamma function, 

xxxdxxdxx /1)()1(  satisfies which ,/)(1)()( +ψ=+ψΓ−−Γ=ψ  , (3) 

)1(ψ ≈ −0.5772156 and <…> denotes averages of nx and ny over all 1≤i≤N and over 

all realizations of the random samples. nx(i) and ny(i) are the number of points in the 
region ||xi − xj|| ≤ εx(i)/2 and ||yi − yj|| ≤ εy(i)/2, εx(i) and εy(i) are the edge lengths of the 
smallest rectangle around point i containing l nearest neighbors. Software for calculat-
ing the MI based on this method can be downloaded from [8]. 

3   Leave-One-Out 

Leave-one-out [4] is a special case of k-fold cross-validation resampling method. In k-
fold cross-validation the training data is divided into k approximately equal sized sets. 
LOO procedure is the same as k-fold cross-validation with k equal to the size of the 
training set N. For each model to be tested, LOO procedure is used to calculate the 
generalization error estimate by removing each data point at a time from the training 
set, building a model with the rest of the training data and calculating the validation 
error with the one taken out. This procedure is done for every data point in the train-
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ing set and the estimate of the generalization error is calculated as a mean of all k, or 
N, validation errors (4). 
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where xi is the ith input vector from the training set, yi is the corresponding output, hq 
denotes the qth tested model and θι*(q)  includes the model parameters without using 
(xi, yi) in the training. Finally, as a result from the LOO procedure, we select the 
model that gives us the smallest generalization error estimate. 

4   k-Nearest-Neighbors Approximator 

K-Nearest Neighbors approximation method is a very simple, but powerful method. It 
has been used in many different applications and particularly in classification tasks [9]. 
The key idea behind the k-NN is that similar input data vectors have similar output 
values. One has to look for a certain number of nearest neighbors, according to Euclid-
ean distance [9], and their corresponding output values to get the output approxima-
tion. We can calculate the estimation of the outputs by using the average of the outputs 
of the neighbors in the neighborhood. If the pairs (xi, yi) represent the data with xi as an 
n-dimensional input and yi as a scalar output value, k-NN approximation is 

k

y

y

k

1j
jP

i

∑
==

)(

ˆ , 
(5) 

where ŷi represents the output estimation, P(j) is the index number of the jth nearest 
neighbor of the input xi and k is the number of neighbors that are used. We use the 
same neighborhood size for every data point, so we use a global k, which must be 
determined. In our experiments, different k values are tested and the one which gives 
the minimum LOO error is selected. 

5   Time Series Prediction 

Time series prediction can be considered as a modeling problem [10]:  a model is 
built between the inputs and the outputs. Then, it is used to predict the future values 
based on previous values. In this paper we use direct forecast to perform the long-
term prediction. In order to predict the values of a time series, M different models are 
built,  

))(),...,2(),1(()(ˆ ntytytyfmty m −−−=+  ,  (6) 

with m = 0,1,…M-1, M is the maximum horizon of prediction and fm is the model 
related to time step m The input variables on the right-hand part of (6) form the re-
gressor, where n is the regressor size. 
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6   Experimental Results 

The dataset used in the experiments is the Santa Fe A Laser Data. To test the influ-
ence of the size of dataset on the selection of parameter l in MI calculation, two steps 
are followed. 

The first experiment is done with 10 000 data, 9900 from which is used for training 
and the rest 100 for testing. In order to apply the prediction model from equation (6), 
we set the maximum time horizon M to 100 and the regressor size n to 10. 

For time step one (m = 0 in equation (6)), MI is used to select the best inputs. The 
estimation of MI based on equation (2) is calculated with different number of 
neighbors, with l = 1,…10. All the 2n-1 combinations of inputs are tested; the one that 
gives maximum MI is selected. 

Finally, k-NN and LOO are used to select the l, which minimizes the LOO error, 
presented in Fig. 1.a. 
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Fig. 1a. The LOO error according to different l in the MI method. Fig. 1b. The LOO errors 
according to 100 time steps. 

Based on this result, l = 5 is chosen for the MI estimation. The input selection re-
sults for the first 50 time steps are listed in Table 1. After the input selection k-NN 
and LOO are used with the selected inputs for each time step and the graph of the 
resulting learning LOO errors are shown in Fig. 1.b. 

In Fig. 2, the inputs selected with MI are used to predict 100 time steps. For each 
time step, fm in equation (6) is performed using the k-NN method, and the k in equa-
tion (5) is determined by the LOO method. The real prediction error (MSE) is then 
calculated. For this experiment, the MSE is 2.24. 

Table 1. Selected Inputs for each prediction with 10 000 data. The rows of the table represents 
y(t+m), m = 0,…,49, from left to right; the columns represents y(t-n), n = 1,…,10, from top to 
bottom. The cross mark means for one y(t+m), the related input y(t-n) is selected. 
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Fig. 2. 100 predictions (solid line) and the real values (dashed line) 
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Fig. 3. 100 predictions (solid line) and the real values (dashed line) 

In the second experiment, first 1000 data points are used for training and the next 
100 points for testing. The procedure follows the first experiment. Based on the LOO 
error according to different l in the estimation of MI, l = 2 is chosen. 

The prediction using k-NN and LOO based on the selected inputs by MI is plotted 
in Fig. 3. 

7   Conclusions and Further Work 

In this paper, MI is used to select the inputs for time series prediction problem. It has 
been illustrated with the experiments that the k-NN approximator and LOO method 
can be used to tune the main parameter of the MI estimator.  

k-NN has also been used as an approximation model itself. Although Fig. 3 shows 
that after step 50, the jump of Santa Fe A Laser Data is not predicted correctly, the 
results are accurate in other parts. It is also possible to use another regression model 
to improve the quality of the predictions (Multilayer Perceptrons, Radial Basis Func-
tion Networks, Support Vector Machines, etc.). However, the advantage of the k-NN 
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approximators is that it is possible to build a large number of models to perform a 
direct prediction of a time series in a quite reasonable time. 

In the future, we will study different algorithms for estimating the MI and their 
possible implementations to input selection problems. On the other hand, the imple-
mentation of input selection methods directly to k-NN approach will also be studied.  
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