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ABSTRACT
We study whether it is possible to infer from eye movements
measured during reading what is relevant for the user in an
information retrieval task. Inference is made using hidden
Markov and discriminative hidden Markov models. The re-
sult of this feasibility study is that prediction of relevance is
possible to a certain extent, and models benefit from taking
into account the time series nature of the data.

1. MOTIVATION

Proactive computing applications try to predict the needs of
the user and adapt their own behavior accordingly [1]. As a
concrete example, in information retrieval (IR) not all peo-
ple find the same articles suggested by a search engine to
be relevant, at least not to the same degree. In order to tune
an IR application to find documents more closely matching
the preferences of an individual user, a source of feedback
is needed. The usual way would be to ask after every docu-
ment whether the user found it relevant or not, and learn the
user’s preferences from the answers. However, this kind of
approach to get explicit feedback is often considered to be
laborious.

The relevance of a document can alternatively be in-
ferred from implicit feedback. The idea is to obtain infor-
mation on preferences unobtrusively, by monitoring users’
natural interactions with the system [2]. Traditionally im-
plicit feedback has been derived from document reading
time, or by monitoring saving, printing, or selecting of doc-
uments. We suggest monitoring eye movements during in-
formation retrieval as a source of implicit feedback. The
technology for measuring eye movements begins to be ma-
ture enough, and it is a fact that the movements contain rich
information about the attention and interest patterns of the
user [3]. The problem is that the signal is very noisy and
the correspondence of the eye movement patterns to user’s
attention is sometimes ambiguous.

In order to determine whether relevance can be inferred
from eye movements in an information retrieval task, we
devised a controlled experimental setup where the relevant
items are known, and then measured the eye movements of
test subjects while they were carrying out the experiment.
Initial data exploration on eye movement data [4] verified
that the eye movement data is not too noisy for inferring
relevance. In this paper we explore whether it is possible
to find more fine-grained cues of relevance using more so-
phisticated models. We report results of a feasibility study
where hidden Markov models (HMMs) are used to discrim-
inate relevant texts using standard eye movement features
reported in psychological literature.

The research questions which this feasibility study was
aimed at answering are: (1) do the models benefit from the
time series nature of the data, (2) do discriminative mod-
els improve performance, (3) does modeling of the global
scanning behavior help in predicting relevance, and (4) is it
possible to discover reading strategies of the user with dif-
ferent HMM structures.

2. EYE MOVEMENTS AS A SOURCE OF
FEEDBACK

2.1. Physiology

The eye movement pattern consists of rapid eye movements,
saccades, followed byfixationsduring which the eye is fairly
motionless. The reason for the pattern lies in the anatomy
of the retina; due to rapidly decreasing visual cell density
towards periphery, accurate viewing is possible only in the
centralfoveaarea where the density is high. The area spans
only 1–2 degrees of visual angle. Therefore, detailed in-
spection of a scene has to be performed in a sequence of
saccades and fixations, often referred to as ascanpath. An
example of a scanpath during an information retrieval task is
shown in Figure 1. The duration of a fixation is correlated



with the complexity of the object currently under inspec-
tion. During reading this complexity is associated with the
frequency of occurrence of the words in general, and with
how predictable the word is from its context [3]. Naturally
there are other factors affecting the reading pattern as well,
such as different reading strategies and the mental state of
the reader.

2.2. Earlier work

In psychology, study of eye movements as an indicator of
low-level cognitive processes is a well-established research
area [3]. However, fewer attempts to infer higher order cog-
nitive processes from eye movements can be found. This is
mainly due to the fact that it is extremely difficult to con-
struct a controlled experiment where only one cognitive as-
pect affecting the eye movements can be measured. An ex-
ample of such an experiment is [5], where correlation be-
tween the pupil size and difficulty of processing a sentence
was reported.

Use of eye movements as a source of implicit feedback
is a relatively new concept. Eye movements have earlier
been utilized as alternative input devices for either point-
ing at icons or typing text in human-computer interfaces
(the most recent application being [6]). The first applica-
tion where user interest was inferred from eye movements
was an interactive story teller [7]. The story told by the ap-
plication concentrated more on items that the user was gaz-
ing at on a display. Rudimentary relevance determination is
needed also in [8], where a proactive translator is activated
if the reader encounters a word which she has difficulties
(these are inferred from eye movements) in understanding.
A prototype attentive agent application (Simple User Inter-
est Tracker, Suitor) is introduced in [9, 10]. The application
monitors eye movements during browsing of web pages in
order to determine whether the user is reading or just brows-
ing. If reading is detected, the document is defined relevant,
and more information on the topic is sought and displayed.
The rules for inferring whether the user is reading are deter-
mined heuristically [11].

3. EXPERIMENTS

Since relevance of a document is subjective in general, we
designed a controlled experiment with known relevance.

3.1. Experimental setup

In the experiment, the subject was instructed to find an an-
swer to a question from a list of twelve titles (sentences).
Eight of the titles were known to be irrelevant (I), three rel-
evant for the question (R), and one contained the correct
answer (C). Each of the three test subjects carried out 15

assignments. Eye movements were measured with a head-
mounted eye tracker consisting of a helmet with two cam-
eras; one monitored the eye and the other one the visual field
of the subject (see Figure 1). The raw eye movement data
(x andy coordinates of where the subject was looking, mea-
sured with a sampling rate of 50 Hz) was then segmented
into a sequence of fixations and saccades by software from
equipment manufacturer.

(a)

(b)

Haluaisit tietää lisää, miten Kent suhtautuu saamaansa suosioon

Mikä seuraavista otsikoista eniten liittyy asiaan

Näillä autoilla törmäillään

Belgian Mathilde odottaa toista lasta

Retkiluistelijat jäivät jään vangeiksi Ruotsissa

Tupakantuskaan uusi kohulääke

Kent arvostelee Ruotsin valtiota

Hopea ei kelvannut Hermann Maierille

Kent teki biisin suomeksi

Finnair−stadionin tekonurmesta päätös tänään

Menestys ei ole kihahtanut Kentillä hattuun

Gimmelin Ushmaa heitettiin kakulla

Pasi Nielikäinen edes yritti taklata kärppäpaidassa

Kent kahmi ennätysmäärän Grammiksia

Fig. 1. (a): Eye movements were measured with a head-
mounted eye tracker (iView from SensoMotoric Instruments
GmbH, Germany). (b): Sample eye movement pattern dur-
ing an information retrieval task. Lines connect successive
fixations, denoted by circles. Each line contains one title (in
Finnish).

3.2. Feature extraction

In psychological studies of reading, summary measures of
the segmented eye movement signal are computed for each
word. In preprocessing, each fixation is first heuristically
assigned to the nearest word. Using this assignment, a com-
mon set of 21 such features found from literature [3, 12]
were computed. Then the dimensionality was reduced by
a Bayesian multilayer perceptron (MLP) having an Auto-
matic Relevance Determination (ARD) prior1. The features

1software package available from
http://www.cs.toronto.edu/∼radford/fbm.software.html.



resulting in the best classification accuracy were:

1. One or many fixations (binomial).

2. Logarithm of total fixation duration (assumed Gaus-
sian).

3. Reading behavior (multinomial): skip next word, go
back to already read words, read next word, jump to
an unread line, or last fixation in an assignment.

The features were computed for each word along the eye
movement trajectory. The whole trajectory was segmented
to sequences occurring on the same title, and a label was
assigned to each sequence according to the class of the ti-
tle. The goal of this work was to try to predict the known
relevance of the title from the measures.

4. MODELS

In an earlier exploration on eye movement data [4], we ana-
lyzed title-spesific averages of eye movement measures com-
puted for each word in the title. In this paper we take a
closer look at the data with models that take into account the
time series nature of the eye movement data. We estimate
hidden Markov models from word-level eye movement data
to discriminate between the three classes of titles. Ordinary
HMMs and discriminative HMMs are applied, optimized by
maximum likelihood (ML).

4.1. Hidden Markov Models

In order to explain user behavior, the sequential nature of
the reading process has to be modelled. The most common
approach to model sequential data is using hidden Markov
models. In eye movement research, hidden Markov mod-
els have earlier been used for segmenting the low-level eye
movement signal to detect focus of attention (see [13]) and
for implementing (fixed) models of cognitive processing [14],
such as pilot attention patterns [15].

Hidden Markov models optimize the log-likelihood of
the dataY given the model and its parametersΘ, that is,
log p(Y |Θ). The goal is to optimize the parameters of the
model so that the distribution of the data is expressed as
accurately as possible. HMMs aregenerative models; they
attempt to describe the process of how the data is being gen-
erated. Therefore they can be said toemit (produce) obser-
vations.

Long-range time dependencies within the data are taken
into account by adding hidden states to the model. The
changes in the distributions of the emitted observations are
associated with transitions between hidden states. The tran-
sitions (as well as the observation distributions) are mod-
elled probabilistically. There exists a well-known algorithm

for learning the HMMs, namely the Baum-Welch (BW) al-
gorithm, if all the probabilities within the model are ex-
pressed using distributions which are within the exponen-
tial family [16]. Baum-Welch algorithm is a special case
of Expectation-Maximization (EM) algorithm and it can be
proven to converge to a local optimum.

4.1.1. Simple Hidden Markov Model for Each Class

The simplest model that takes the sequential nature of data
into account is a two-state HMM. We optimized one model
individually for each class (see Figure 2). In a prediction
task the likelihood of each model is multiplied by the prior
information on the proportions of different classes in the
data. As an output we get the maximum a posteriori predic-
tion.
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Fig. 2. A simple two-state hidden Markov model was op-
timized for each of the classes.π = π{R,C,I} is the prior
probability of the classes.

4.1.2. Global Hidden Markov Model

During an IR task, the user typically alternates between two
(or more) different subtasks, searching and reading. One
possible way of taking these alternations into account is to
construct a global HMM using the whole eye movement
trajectory during the task, without segmenting it to title-
specific sequences.

The simplest modification to our model is to combine
all the individual HMMs and add a searching state (“S” for
scanning in Fig. 3). When comparing the models, their com-
plexity should be equal. This was enforced by reducing the
number of states in the “I”-branch.

There are no known EM-type algorithms for optimizing
this kind of a model in a way that best discriminates be-
tween classes. Therefore, in order to test whether the model
is feasible, we implemented an ad hoc training method using
ordinary Baum-Welch. The model is trained accordingly:
each branch (“R”, “C”, and “I”) is first optimized with BW
using sequences having a class label associated with that
branch. Then we optimize the whole model using com-
plete eye movement trajectories during assignments (that is,
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Fig. 3. The topology of a global hidden Markov model.

without segmenting them to title-specific sequences), keep-
ing emission distributions of each of the branches “R”, “C”,
and “I” fixed.

4.2. Discriminative Hidden Markov Models

The goal of discriminative modeling differs from conven-
tional Maximum Likelihood. We want to optimize the dis-
criminative power of the model, that is, to predict the class
of the data sequencegiven the observations. Discrimina-
tive models concentrate more on modeling the class dis-
tributions than the whole distribution of the data. Current
state-of-the-art HMMs used for speech recognition are dis-
criminative. Discriminative training of HMMs is carried out
by having certain “correct” hidden state sequence(s) in the
model to always correspond to a certain class, and then max-
imizing the likelihood of the “correct” state sequence for the
teaching data, versus all the other possible state sequences
in the model [17, 18]. Such methods have not been previ-
ously applied to eye movement data.

In our setup, we want to predict the relevanceB =
{I, R, C} of a document, given the observed eye move-
mentsY . Formally, we optimizelog p(B|Y, Θ). The pa-
rameters of the discriminative HMM can be optimized with
an extended Baum-Welch (EBW) algorithm, which is a mod-
ification of the original BW algorithm (derivation of the al-
gorithm can be found for example in [19]). Optimization of
the conditional log-likelihoodlog p(B|Y, Θ) can be shown
to be asymptotically equivalent to the conditional entropy
of the relevance measures given the observations, which in
turn is closely associated with mutual information.

4.2.1. Discriminative Chain of Hidden Markov Models

The main difficulty in the information retrieval setup is that
relevance is associated only with titles, not with words in a
title. For example, there are words in titles which are not
needed in making the decision on whether the title is rele-
vant or not. There could be many such non-relevant words
in a sentence, and possibly only one word which is highly

relevant. The situation thus resembles the setup in rein-
forcement learning: the reward (classification result) is only
known in the end, and there are several ways to end in a
correct classification. For the same reason, discriminative
training for a global HMM as presented in Figure 3 is dif-
ficult, since there are a multitude of different paths in the
model that can be associated with relevant titles (“R”).

In order to take into account the whole eye movement
trajectory during a task, we implemented a two-stage dis-
criminative HMM, where the first level models transitions
between titles, and the second level models transitions be-
tween words within a title (topology shown in Fig. 4). Viterbi
approximation [20] is used to find the most likely path through
the second level model (cf. [21, 22] for similar approaches),
and then discriminative training using Extended Baum-Welch
is applied to optimize the full model.
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Fig. 4. The topology of the discriminative chain of hidden
Markov models.

In our implementation, the first level Markov model has
three states, each state corresponding to one class of titles.
Each of the three states in the first level have the following
exponential family distributions:

1. A multinomial distribution emitting the relevance of
the line,B. The parameters of this distribution were
fixed, resulting to a discriminative Markov chain model
in which each state corresponds to a known classifi-
cation.

2. A Viterbi distributionemitting the probability of the
sequence of words in a title.

The Viterbi distribution is defined by the probability of
a Viterbi path trough a two-state Markov model forming the
second level in our model. The two states of the second
level model emit the three exponential observation distribu-
tions of Sect. 3.2. The second level Viterbi distributions are
further parametrized by the probabilities of beginning the
sequence from that state (for exampleΠR = πR

1
, πR

2
), and

transition probabilities between states (e.g.aR
ij , i, j = 1, 2).

We call the second level Markov model a Viterbi distribu-
tion because when evaluating the emission probability we
will only take into account the most likely path over the



two-state model, called the Viterbi path. After fixing the
path the resulting Viterbi distribution is (a fairly complex)
exponential family distribution that can be trained with the
EBW algorithm. Note that due to the approximation, pa-
rameters are optimized only at the states belonging to the
Viterbi paths in the second level.

5. DATA ANALYSIS

The simplest method to analyze the eye movement data is
to disregard the time dependency between data samples and
compute averages of the eye movement features, thus ob-
taining title-specific feature vectors.

The simplest model using averaged vectors was Linear
Discriminant Analysis (LDA), a linear classifier. LDA pro-
vided a baseline for more advanced methods such as Sup-
port Vector Machine (SVM) [23], which was applied in or-
der to find out how well we can do using only averaged
features2. The classification results of SVM (see Table 1)
show that relevance can indeed be predicted. The ultimate
baseline is given by a dumb classifier which assigns all titles
to the most likely class.

The deficiency of the simple SVM is that it cannot take
the time series nature of the data into account. In order
to find more fine-grained cues of relevance (in individual
words), we applied HMMs to the data (different models dis-
cussed in Section 4).

Classification was performed with leave-one-out valida-
tion; each of the task assignments was left for testing in
turn, and data from the other tasks was used in teaching.
Classification results of different methods are reported in
Table 1. Compared to LDA, time series modeling (using
HMMs) does improve the results. The data is therefore not
too noisy for sequence modelling. It also seems that even
with the heuristic training, a global HMM that models the
whole trajectory improves the results. This implies that by
finding a suitable HMM structure we may also model user
behavior. Finally, it is also evident that discriminative mod-
eling improves the classification.

Compared to HMM results, the SVM seems to perform
remarkably well, using only averaged features. One reason
for this is that SVM is a state-of-the-art method developed
explicitly for classification, whereas HMMs form a genera-
tive model of all the data, which is of course a different task.
Another problem is that large HMMs are prone to overfit
the data (even though we used simple models, the amount
of data was quite small for probabilistic modeling).

The noise level in the data may be quite high, and its ef-
fects on the models is hard to predict. The heuristic assign-
ment of fixations to the closest word may have caused un-
wanted (noise)effects in segmenting the eye movement tra-

2software package available from
http://www.esat.kuleuven.ac.be/sista/lssvmlab/.

jectories into title-specific sequences. We expect that with a
larger data set and better feature extraction the performance
of the HMMs is improved.

Table 1. Predicting relevancy from eye movements.
Classification accuracies of leave-one-out validation.
Significant (p-value<0.01) difference of separate HMMs
against the dumb classifier was measured, as well as a
significant difference of global HMM against separate
HMMs (McNemar’s test).

Model Accuracy (%)
Dumb classifier 63.2
LDA 69.2
SVM 75.0
Separate HMMs 71.3
Global HMM 75.8
Discriminative HMM 76.4

6. DISCUSSION

A feasibility study of using time series modeling methods to
predict relevancy from eye movements measured in a con-
trolled information retrieval setup was carried out. The first
experiments are promising in that even the simple HMM
structures with partly heuristic training procedures clearly
improve on the results of simple non-sequence models. The
remaining main questions are (1) what kind of a model struc-
ture to use, (2) how to best optimize them in a discriminative
way, and (3) how to use the models to discover cues about
relevance.

The present models work on word-level eye movement
data. They will be later complemented with lower-level
generative models of the eye movement signals (cf. [24])
and combined with models of document textual content.
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