HELSINKI UNIVERSITY OF TECHNOLOGY
Department of Computer Science and Engineering

Juha Vesanto

Using SOM in Data Mining

Licentiate’s thesis

Thesis for the degree of Licentiate of Science in Technology
Supervisors: Professor Olli Simula
Professor Samuel Kaski

Espoo, Finland 17th April 2000



HELSINKI UNIVERSITY ABSTRACT OF THE LICENTIATE’S THESIS
OF TECHNOLOGY

Author: Juha Vesanto

Title: Using SOM in Data Mining

Date: 5th April 2000

Number of pages: 49

Department: Department of Computer Science and Engineering
Professorship: Tik-115, Information Sciences

Supervisors: Professor Olli Simula, Professor Samuel Kaski

Data mining as a research area answers to the challenge of analysing large databases in
commerce, industry, and research. The purpose is to find new knowledge from databases
where the dimensionality, complexity, or amount of data is prohibitively large for manual
analysis. Data mining is an interactive process requiring that the intuition and background
knowledge of application experts are coupled with the computational efficiency of modern
computer technology.

The Self-Organizing Map (SOM) is one of the most popular neural network models.
The SOM quantizes the data space formed by the training data and simultaniously performs
a topology-preserving projection of the data onto a regular low-dimensional grid. The grid
can be used efficiently in visualization.

This thesis consists of an introduction and three publications. In the introduction, an
overview of each step of the data mining process is first presented, primarily based on the
CRoss-Industry Standard Process model for Data Mining (CRISP-DM). Then the SOM
algorithm and some of its variants are introduced, and the use of SOM in data mining is
discussed. The publications deal with modeling, visualization and clustering of data using
the SOM. In addition, the introduction discusses the use of SOM in summarization.

The SOM is especially suitable for data understanding, but it is a robust tool suit-
able for modeling and preparation of data as well. It offers a convenient workbench which
helps in gaining an initial understanding of the data at hand, and it can be used for creating
some initial models as well.
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Tiedonlouhinta on tieteenala, joka vastaa yrityseldméssd, teollisuudessa ja tieteessd keridt-
tyjen suurien tietoaineistojen aiheuttamiin analysointihaasteisiin. Tavoitteena on l6ytda
uutta tietdmystd tietokannoista, joiden manuaalinen kisittely ja analyysi on mahdotonta
niiden laajuuden tai monimutkaisuuden vuoksi. Tiedonluohinta on interaktiivinen prosessi,
jossa tietokoneiden laskennallinen tehokkuus ja ihmisen ymmérrys ongelma-alueesta taytyy
onnistuneesti yhdistaa.

Itseorganisoituva kartta eli SOM on yksi eniten kiytetyistd neuroverkkomalleista. SOM
kvantisoi sille annetun tietoaineiston kattaman tietoavaruuden osan ja samanaikaisesti muo-
dostaa topologian siilyttdvdn kuvauksen tietoavaruudesta kaksiulotteiselle sd&nnglliselle
hilalle, jota voidaan kiyttdd tehokkaasti tiedon visualisointiin.

Tamé opinndytetyd koostuu johdannosta ja kolmesta julkaisusta. Johdannossa esitetdén
ensin yleiskuvaus tiedonlouhintaprosessista, perustuen lihinnd CRoss-Industry Standard
Process model for Data Mining (CRISP-DM) malliin. Témin jilkeen esitellddn itseor-
ganisoiva kartta ja kuinka sitd voidaan kdyttdd tiedonlouhinnan eri vaiheissa. Julkaisuissa
késitelldain SOMin kiyttod mallinnuksessa, visualisoinnissa ja klusteroinnissa. Naiden liséksi
johdannossa esitelldén itseorganisoivan kartan kiytt6d luotaessa yhteenvetoa tietoaineistosta.

Itseorganisoiva kartta soveltuu erityisen hyvin tietoaineiston alustavaan tarkasteluun,
mutta se on vankka ty0kalu myds mallinnuksessa ja esikdsittelyssi. Itseorganisoiva kartta
toimii hyvina tyopenkking, jonka avulla tietoaineistosta voidaan muodostaa yleiskisitys ja
luoda alustavia malleja.

Avainsanat: itseorganisoiva kartta, tiedonlouhinta, tietdmyksen muodostaminen ti-
etokannoista, visualisointi, klusterointi
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contributions of the author

This thesis consists of an introduction and the following publications:

Publication 1. Esa Alhoniemi, Johan Himberg and Juha Vesanto (1999,
June). Probabilistic Measures for Responses of Self-Organizing Map Units. In
Proceeding of the International ICSC Congress on Computational Intelligence
Methods and Applications (CIMA ’99), ICSC Academic Press, pp. 286-290.

This paper deals with forming a kernel density estimate enabling one to
quantify the response of the SOM units to presented data samples in a prob-
abilistic manner. The density estimates were compared with those produced
by Gaussian Mixture Model (GMM) and by S-Map algorithm. The GMM pro-
duced best results, but the estimates based on SOM proved to be good enough
to be applied for the intended purpose. The author was responsible for the im-
plementation of S-Map algorithm, but contributed also to other parts of the
publication.

Publication 2. Juha Vesanto (1999, August). SOM-Based Data Visualization
Methods. In Intelligent Data Analysis, Volume 3, Number 2, Elsevier Science,
pp. 111-126.

In this paper, an overview of SOM-based visualization techniques is pre-
sented, along with a few new techniques. The SOM is found to be a versatile
tool for data visualization. The techniques are divided to three categories: vi-
sualization of clusters and the shape of the data manifold, visualization of the
variables, and visualization of data on the map. It is shown how different visu-
alizations can be linked together so that their interpretations can be combined.

Unfortunately some references were missing from the original publication
(from Tables 1 and 2). An Errata page can be found after the publication. In
addition, the figures of the publication have been reprinted.

Publication 3. Juha Vesanto and Esa Alhoniemi (2000). Clustering of the
Self-Organizing Map. Accepted for publication in IEEE Transactions on Neural
Networks.

This paper discusses clustering of the SOM: why it is important and how
it can be done. In the experiments, direct clustering of the data was compared
with clustering based on SOM and the correspondence was found to be accept-
able. The author was responsible for agglomerative clustering of the SOM and
comparison between direct and two-level clustering approaches, but contributed
also to other parts of the publication.

The publication has not been printed, yet. This version is the final submitted
version of the paper.



Abbreviations and notations

CRISP-DM CRoss Industry Standard Process model for Data Mining
PIE Prepared Information Environment
BMU Best Matching Unit
KDD Knowledge Discovery in Databases
LvQ Learning Vector Quantizer
pdf Probability Density Function
SOM Self-Organizing Map
MDS Multi-Dimensional Scaling
M the number of map units / prototypes
N the number of data samples
d input space dimension
X a vector in the input space
X; a sample vector j from the input data set
Zjk kth component of sample vector j
di; distance between vectors x; and x; in the input space
di; distance between the projections of

vectors x; and x; in the output space
m; reference vector of neuron 1
mg the best-matching reference vector of an input vector
r; location of neuron 4 in the output space
hpi neighborhood kernel centered on unit b

and evaluated at unit ¢
Vi the Voronoi region around unit ¢
o(t) neighborhood radius at time ¢
a(t) learning rate at time ¢

p(x) probability density function of random variable x
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Chapter 1

Introduction

Data mining is about finding answers from data. To do this, a wide array
of methods is used ranging from relational learning to statistics and neural
networks. Strictly speaking, data mining is just a part of Knowledge Discov-
ery in Databases (KDD) [27], but often (and in this thesis as well) the two
terms are used synonymously. The purpose of KDD is to find new knowledge
from databases where the dimensionality, complexity, or amount of data is pro-
hibitively large for manual analysis. This is an interactive process which requires
that the intuition and background knowledge of application experts are coupled
with the computational efficiency of modern computer technology.

The Self-Organizing Map (SOM) [58] is a neural network algorithm that
is based on unsupervised learning. It has properties of both vector quantiza-
tion and vector projection algorithms. The SOM has proven to be a valuable
tool in data mining and KDD with applications in full-text and financial data
analysis [42, 70, 20]. It has also been successfully applied in various engineering
applications in pattern recognition, image analysis, process monitoring and fault
diagnosis [4, 62, 98, 99, 103].

In previous work, different SOM-based techniques used for data mining
were investigated, and a software tool for using SOM in data mining was pre-
sented [108]. In the case study — analysis of the pulp and paper industry of the
world [116, 100, 101] — the SOM proved to be an efficient tool for visualiza-
tion. However, there was a clear lack of post-processing methods, i.e. tools for
quantitative analysis of the resulting SOM. Since then, much research has been
done in the area.

The purpose of this thesis is to discuss ways to make use of the SOM in data
mining. In the second chapter, the different phases of data mining are shortly
discussed and a framework called preparation-survey —cycle is introduced. In the
third chapter the SOM algorithm and some of its variants are introduced, and
the relation of SOM to other widely used algorithms is discussed. In the fourth
chapter, the application of the SOM in different data mining tasks is discussed,
with special attention given to data understanding.

Data model: unordered table-format data

In this thesis, the table-format data model is assumed: the number of samples
may vary, but the number, type and meaning of specific variables in the sample
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Figure 1.1: Table-format data: there can be any number of samples, but all
samples have fixed length, and consist of the same variables.

are known beforehand, see Fig. 1.1. This is because many modeling and analysis
algorithms, including the SOM, assume such data model (as opposed to rela-
tional data model used by many databases). Not all data mining problems have
such simple data sets, but usually the problem can be divided to smaller prob-
lems, or the data transformed, such that the methodology is applicable [87]. To
use the SOM, the variables should also be numerical, although some analysis of
symbolic variables can be performed as well. However, the samples are allowed
to have missing values [94].

The thesis mainly concerns analysis of unordered samples. In ordered data
sets the samples have a specific order or position on a special dimension, for
example time. In analysis this dimension has an especially important role: close-
by samples on this dimension are considered very closely related, and major
attention is given to variations in this local neighborhood. Familiar examples of
ordered dats sets are time-series and time-sequences. Also images are ordered
data sets: each pixel has a specific (2-dimensional) position, quite apart from
the value of the pixel, which needs to be taken into account. While ordered data
sets are very important, the case of unordered samples is still more fundamental.
The methods applicable to unordered samples can also be applied to ordered
samples.



Chapter 2

Data mining

Data mining is essentially a problem-driven process: there is a question, a prob-
lem, that needs an answer, a solution. The answer is generally sought from
the data. Of course, finding answers from data is an old research subject with
roots firmly in statistics. As an independent research area data mining arose in
the 1990’s, and as a recognized industry it is only now beginning to be estab-
lished [85].

In the past, the term “data mining” had a negative nuance. It referred to the
danger of finding patterns from data even if none existed: if one keeps looking
long enough, something is bound to come up. In late 1980’s and especially in
1990’s the term was given a different meaning. Advances in computing and
digital storage technology made it feasible to create huge databases, and the
term was an appropriate slogan for the task of finding the “golden nuggets”
from them.

To facilitate the data mining process, there have been attempts to formal-
ize it, especially the CRoss Industry Standard Process model for Data Mining
(CRISP-DM) [16] illustrated in Fig. 2.1(a). The data mining process is a cycle
having several distinct steps, and a whole lot of backward loops. In CRISP-DM
the steps are business understanding, data understanding, data preparation,
modeling, evaluation and deployment. The backward loops exist because any
step of the data mining process can produce new insights that enable any of the
previous steps to be done better. This is important because the first steps form
the foundation for the later steps: if they are not done well, the later steps only
become that much harder.

In Figs 2.1(b) and (c) are two other process models for data mining [12, 87].
Although the names are slightly different the same overall ideas are present in
all three process models: first the problem and data are defined, then the data
is prepared and models are built and evaluated. Finally, the new knowledge is
consolidated and deployed to solve the problem.

The modeling step is central in data mining because the solution to the
problem is basically specified at that point. The solution may be a predictive
model of form

Y= f(X,W) (21)

where x is input data, w are model parameters and y is the output: continuous
in case of a regression problem, one from a small set of possible output values
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Figure 2.1: (a) CRISP-DM: process model for data mining, (b) Brachman’s
KDD process and (c) Pyle’s model building outline. Both of the latter process
models have been simplified.



Figure 2.2: Relation of domain knowledge, data and the problem.

in case of a classification problem [17]. Besides these, the desired solution may
be more descriptive in nature: a segmentation or clustering of the data into a
set of distinct classes, analysis of certain properties like dependencies between
variables, or an estimate of the probability density function of the data. These
latter solution types are more exploratory in nature and are typically desirable
in the early iterations of data mining. In a very general sense a model is some-
thing that indicates the essential features of the modelled object, and thus the
descriptive solutions can also be called models.

In data mining the models are usually learned from data [17], as opposed
to first principle models, where the behaviour of the object is predicted using
known laws of nature or other domain knowledge. Domain knowledge can, and
should, be used in the data mining process, but data is used at least to tune the
parameters of the solution. The success of data mining process depends highly
on the quality of the data.

In this chapter, the data mining process is overviewed using the CRISP-DM
model as the basis [16]. Also [87] discusses the general characteristics of the
data mining process, although it mainly concentrates on data preparation, see
Section 2.3. Data modeling is handled very briefly in Section 2.4, although it is
perhaps the most throughoutly discussed issue in the literature, see for example
[8, 17, 19, 24, 90]. The chapter ends with presentation of preparation-survey
—cycle, an important aspect of data mining.

2.1 Business understanding

Data plays a central role in the data mining process. However, raw data —
piles and piles of simple measurements, transaction records or log entries —
is never self-sufficient. Fig. 2.2 illustrates this: domain knowledge, or business
understanding, is needed to glue everything together.

Understanding the problem domain is important in all phases of data mining.
The miner is exposed to huge amounts of information in the form of visualiza-
tions and statistical characterizations (not to mention the raw data itself). He
or she has to make a lot of decisions about what to ignore and what to pursue
further, and how. This is impossible without appropriate knowledge of what
is interesting, suprising, or relevant with respect to the problem that is being



solved. Without the necessary knowledge, the miner is just trashing around in
the dark.
The business understanding step has three basic goals:

e To exchange essential understanding of the problem domain and of the
possibilities of data mining between the project participants. In the ideal
case, the person doing the data mining is an expert both in the problem
domain and the data mining methods. In such a case, it is relatively clear
what questions to ask and which methods can be applied to get answers
to them. Typically, though, the people that have the domain knowledge
are different from those that have intimate knowledge of the data mining
methods. In such a case, the best results are achieved through the extensive
involvement and interaction of both parties.

e To define the problem first in business terms and then as a specific data
mining goal. Ultimately, it is important to arrive at the right problem to
solve. Pursuing answers to wrong questions — by having the wrong kind
of data or finding an unimplementable solution — is a big danger if the
miner does not know anything about the business problem underlying the
data mining task. A good problem has a useful and profitable solution,
and is solvable with the available data. The right problem is the one that
really answers the needs of the customer. In practice, defining the right
problem may take a few data mining iterations but even then starting
with a good problem is essential to motivate all the associated parties.

e To define the form of the desired solution. The desired solution — pre-
dictor/classifier used by process engineers, a report or presentation to the
maintainance staff, a mathematical model for the research department,
a (set of) computer program(s) used by an expert at his workstation —
guides the choice of data mining tools and the emphasis put on each. In
addition to the form of the solution, some thought should be given to how
it is going to be evalutated and finally deployed. If the implementation is
unusable, the whole data mining project comes to naught.

While the solution to the defined problem is the primary output of the data
mining process, it is not the only one. The process also produces new insights
and ideas of the problem domain and related issues. However, these insights are
mainly acquired by the miner — the one doing the data mining — not by the
receiving party who only gets the deliverable. Also for this reason participation
and interactivity between the project partners is very important.

2.2 Data understanding

In CRISP-DM data understanding step is primarily concerned with data col-
lection and, as part of this, understanding the meta-structure of the data: what
data is available, what is its source, form, structure and reliability. In data
mining, the data often has to be taken “as is”: it has probably been gathered,
formatted and stored for purposes quite apart from data mining!. Understand-

1 As opposed to experimental procedures adopted in classical statistics where the variables
to be measured and the parameter values used are chosen beforehand by the researcher such
that they are maximally informative with respect to the original problem.



ing this purpose and the steps taken to reach it is very important, because
such procedures may introduce considerable bias into the data. The following
questions may be helpful:

e What is the data set hierarchy? If there are multiple data sets, how are
they linked to each other?

e What is the reliability of different measurements? Some measurements
may be correct at certain times, while totally unreliable at others. It may
be that it is better to reject certain measurements completely than to bring
their erroneous, possibly dangerously biased information to the analysis.

e If something fundamental changes in the process along the way, data be-
fore and after the change may be completely incomparable. In order to
get reliable analysis results, these kinds of data patches must be handled
separately.

e If aggregations (combinations of several data items into a single aggregate
value, for example median) are necessary, what kind of aggregations would
make most sense in solving the problem? What do the aggregates mean
in practice?

The driving question of data collection is: can the data possibly solve the
given problem? Understanding the data gives a preliminary answer to this ques-
tion, and thus it guides data collection. It is also needed to be able to preprocess
the data appropriately, and to know when the models are reliable. In addition
to knowing the meta-structure of the data it is important to get a feel of the
data manifold: the structure and shape of the “cloud” formed by the data set.

e What are the different values of the variables and their distribution? Which
values are (a)typical? Which of the values are important and which are
errors?

e What kind of values appear together? Because human eye is a very sophis-
ticated general-purpose pattern recognition system simple visualizations
like scatter plots and time-series plots are important tools.

Actually, understanding the data manifold is a task which has to be under-
taken again and again. This aspect of data mining is discussed in more detail
in Section 2.7.

Apart from the raw data, one also has to collect all necessary or useful
information of the problem: results of previous tests, technical reports, process
charts and theoretical knowledge. A good source of information are, of course,
the domain experts. The data miner should interview them for hints of:

e what to look at,
e what to ignore,

e what is the valid and interesting range of results / measurement values
and

e what kind of solution they wish for or would be satisfied with.



Naturally, just any data isn’t good. A good data set holds information rel-
evant to the problem, and little else. If possible, a priori knowledge should be
used to select important variables for the mining process. However, if uncertain
is it better to take too many variables than too few. It is part of the data min-
ing process to weed out the unimportant or unreliable variables or to device
preparation methods that create relevant variables from the existing ones.

In addition to variables, the miner may have to leave out certain samples.
Data selection and/or sampling are necessary if there is so much data that using
all of it is not computationally feasible, or if there are irrevocably erroneous
samples, or if the data set is biased in such a way that it makes modeling
difficult or impossible. For example, consider the task of modeling faults in a
machine in operative use: there are so few samples of faulty situations that they
are lost in the sea of samples from normal operation, and because of this the
modeling tool silently ignores them. In this case it would make sense to balance
the distribution by leaving out most measurements of normal operation.

Since data is one of the core components of data mining, it should be readily
available at the start of the project. In practice, though, data collection (or
waiting for it) may be one of the most time-consuming parts of data mining.
The original data set may be insufficient, and one has to return to collect more
data. The data may have to be collected from a number of sources, or from a
source that is only available by special request.

2.3 Data preparation

Data preparation is a diverse and difficult issue. It is so application dependent
that it is impossible to give a universally valid specification of how it should be
done. However, some general guidelines can be given [87].

The fundamental aim of data preparation is to make it easier to build pre-
cise and reliable models. There exists a wide array of different algorithms for
constructing models from data each with their own strengths and weaknesses.
While some modeling methods are universal approximators being able to cap-
ture extremely complex interactions in the data, they can only do this given
enough data and computing time. What is more, the models are generic in na-
ture and cannot utilize domain knowledge. Only the human data miner can
transform the diverse and often vague domain knowledge into specific prepa-
ration procedures which make essential information readily utilizable by the
modeling tool. Succesful preparation enables one to construct more reliable and
more understandable models faster and with less data.

The preparation step has several aims:

e To select variables and data sets to be used for building the models.
e To clean erroneous or otherwise uninteresting values from the data.

e To generate new features which capture interesting problem characteristics
better than the original, raw data.

e To transform the data into a format which the modeling tool can best
utilize.

e To define (and implement) a prepared information environment.



2.3.1 Data cleaning

Sometimes the available data is error-free. There are no typing errors, measure-
ment failures or other possible sources of clear-cut errors. But typically the data
has erroneous values which have to be corrected or removed from the data. Some
modeling tools are more robust with respect to erroneous values than others,
but also their performance is degraded by errors.

Because the erroneous values are often very different from the rest — i.e.
they are outliers — their impact on many modeling tools may be considerable.
Fortunately, this makes it easy to find them. In symbolic data the erroneous
values may often be detected by their having only a few instances, while the
other values have hundreds of instances.

There are several ways to deal with samples with erroneous values. The
harshest option is to totally remove the sample in question from the data set.
This may, however, considerably diminish the size of data sets. In addition the
amount of information about the other variables is lost. Note that the presence
of erroneous values might not be completely random. What if in the presence
of a high value in one variable (e.g. voltage) the measurement device for an-
other variable breaks down and produces an erroneous value? By ignoring these
samples completely this information is lost. A better approach is to replace the
erroneous value either with a real, estimated value, or with a “missing” value.
The latter, however, is only applicable in case of those modeling tools that can
handle partial data.

Another target for data cleaning is noise. Noise, as opposed to simple errors,
is something that is an inherent part of the signal. It exists due to the random
nature of the world: in continuous real-world measurements there is always some
variation around the expected value. Noise, like errors, is uninteresting from
the perspective of data mining. Therefore, as part of data cleaning one should
somehow get an idea of what kind of noise the measurements exhibit, how severe
it is, and if possible devise some way to get rid of it. In signal processing, noise
is typically assumed to be additive, for example due to the imperfect nature
of the transmission channel. Such noise can be removed by averaging several
measurements from the same object. In other application areas, some other
kinds of aggregations may be more appropriate.

Ordered data sets may exhibit ordered disturbances in the signal content.
For example level-changes (steps and ramps) which make one part of the ordered
data set completely different from the other parts. Level-change may be very
hard to handle because it may be masked by noise in the data, or the change may
be slow. In time-sequences another problem are time delays. Each data sample
in the prepared data set should correspond to one well-defined object. If there
are time delays in the system, construction of such samples may be problematic
since the measurements need to be collected from different moments in time.

2.3.2 New features

Often it is not possible to collect data directly of the variables that would be
most interesting. However, it may be possible to capture the necessary infor-
mation from some other variables or from multiple measurements of the same
variable. Actually, the whole data mining process is often about finding the cor-
rect feature: the output of the final model can be thought of as nothing more



than a complicated feature calculated from the raw data.

Good features capture some essential properties relevant to the problem. Of-
ten the best place to go looking for good features is domain knowledge: intuitive
knowledge of the domain experts or theoretical models from the domain liter-
ature or problem documentation. Otherwise, one can just try different kinds of
stuff: linear and non-linear transformations, filters, differences, etc. There are
also formalized approaches to feature selection [15, 19].

2.3.3 Transformations

Transformations are necessary to convert the variables to such a form that the
modeling methods can best utilize them. For example, some modeling tools can
only utilize numerical information. Furthermore, many of those use Euclidean
metric to measure distances between data items. For them, any symbolic vari-
ables need to be transformed into numerical in such a way that the metric makes
sense.

Also some numeric variables may need to be transformed. Consider, for ex-
ample, an exponentially distributed variable. The big values have huge impact
on the distance metric, even if they would not be very interesting. Using a log-
arithmic transformation would be sensible in this case. Some modeling tools
have even more strict requirements on the data, like that all values need to be
between zero and one. While it is easy to scale the training data to be within
this range, new data sets may hold values greater or smaller than those in the
original data. These values may break the model and produce invalid results.
Non-linear transformations, a sigmoid for example, may be of help in preventing
this. Examples of transformation techniques include:

e linear transformations: scalings of single variables or projections of multi-
ple variables

e non-linear transformations: histogram equalization, logarithmic, exponen-
tial or logistic scaling

e quantization/clustering

e 1-out-of-n, or m-out-of-n, coding of symbolic variables into a set of numer-
ical variables

e mapping of symbolic variables into numerical values
e fuzzification of numerical variables into categorial or symbolic

e aggregates of multiple data instances (median, mean, sum, variance, his-
tograms, etc.)

Many data sets are really collections or baskets of connected samples, the
number of which cannot be known. For modeling purposes, the information in
all connected samples needs to be collapsed into a single fixed-length sample.
There are many options how to do this. The main ones are: (1) make a histogram
of some sort, (2) use average or some other statistical operation for the values
in each field or (3) device a sensible fixed-length concatenation of the samples.
For example, sort the samples and use the concatenate of the five first as the
feature vector.
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Figure 2.3: PIE in information flow.

2.3.4 Prepared information environment

The data preparation procedure must be formalized in such a manner that it can
be easily repeated and, if possible, undone. Such a definition is called Prepared
Information Environment (PIE) [87], see Fig. 2.3. It is important from three
viewpoints:

e The iterative nature of data mining requires that the preprocessing proce-
dure can be easily reconfigured and re-executed. To understand the results,
it is essential to keep in mind what the preparation procedure has been.
On the other hand, unsuccesfull preparation steps need to be undone.

e In order to apply the models to new data, the preparation procedure must
be exactly the same. Otherwise the results cannot be considered valid.

e Interpretation of preprocessed variable values may be difficult. Therefore,
there has to be some way to transform the prepared values into the origi-
nal type and scale. Some transformations like filters are, of course, unin-
vertable. The output module of PIE has to define a sensible way to handle
them, too.

The PIE also protects models from invalid data. All possible values are not
necessarily present in the training data. Numerical variables may be out of the
original value range, or a symbolic variable may present a totally new value for
which no transformation exists. The input module of PIE may either report
and/or discard data samples it determines as invalid.

2.4 Modeling

Modeling is the step where the solution to the problem is found. The previ-
ous steps are basically preparation for modeling and the later steps deal with
its practical implementation, but the actual solution is specified at this step.
This section is mostly concerned with predictive model solutions (see Eq. 2.1).
However, the presented principles hold for descriptive models, as well.

2.4.1 Modeling tools

There are a number of different model families, for example linear and polyno-
mial regression models, neural networks such as multilayer perceptron and radial
basis function networks, support vector machines, fuzzy systems, classification
and regression trees, etc. For further information the reader is encouraged to
examine any of the numerous textbooks on the subject, for example [8, 17, 90].
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The prevailing view is that there is no single best method for all problems.
Each of the model families have their own strengths and weaknesses. For exam-
ple, some model families have been shown to be universal approximators: with
enough free parameters they can approximate any continuous function with ar-
bitrary precision. However, this makes them also sensitive to noise. Much more
robust solutions can typically be achieved by using modeling methods which
have been designed to deal with the characteristics of the particular data and/or
problem type.

Consider variable type, for example. If the variable is symbolic, the com-
parison between any two values can only state whether they are the same or
different. The difference between values 1 and 2 is no different from that be-
tween 1 and 10. If, from the problem point of view, this is indeed the case, some
modeling method designed to deal with symbolic variables would be the best
tool, a rule base for example:

if a=b then predict TRUE else predict FALSE

Giving some meaning to the magnitude of difference would be misleading, or
even harmful. On the other hand, if the magnitude of difference is important
— there’s a linear dependency, for example — the rule based method is clearly
deficient.

In early iterations of data mining it is often advantageous to try several
different kinds of models. The results give insight to the properties of the data,
and later on it is beneficial if there are multiple solutions to choose from.

2.4.2 Model assessment

Different models are typically compared in terms of their accuracy. The defini-
tion of accuracy should be specified beforehand, perhaps in the problem spec-
ification step. For example, binary classification problems deal with two kinds
of errors: assignment of negative instance to positive class, and assignment of
positive instance to negative class. In medicine, the latter kind of error is much
more serious, since extra checks are much less of a problem than a disease left
untreated.

Universal approximators make very powerful modeling methods, but care
should be taken as they are also prone to overtraining. When models are over-
trained, they start to learn noise in addition to the real structure and, thus,
loose their generalization property. Therefore, the model assessment should pay
attention to the complexity of the model in addition to its accuracy [17].

Some modeling methods regularize their complexity intrinsically. They may
incorporate penalty terms for high complexity in their error function, use aver-
aging to cancel out zero-mean noise, or the model elements may be so simple
that the models cannot become very complex, a linear model for example. Reg-
ularization can also be done using two sets of data. One is used for training
the model, and the other is used for validating the generalization ability of the
model. When the error with validation set starts to increase, the training is
stopped.

To actually assess the model, a test data set is often used. This set is not
used at all during the training. It is supposed to represent a “true” data set, and
thus the error with test set is the “true” error of the model.
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A more reliable estimation of the generalization ability of the model can
be acquired by cross validation (see, e.g., [17]). There, a small set of data is
set apart for validation, the model is trained using the rest of the data, and
the error of the model is measured using the validation set. This is repeated
several times with different validation sets, and the distribution of validation
errors indicates the accuracy and generalization capability of the model. The
final model is trained using the whole data.

2.5 Evaluation

Before going to the last step, deployment, the solution needs to be evaluated
from the original business problem point of view. Does the solution really answer
the needs of the customer? Is the solution valid with new data? Are there some
important areas where the solution is especially weak? Is the solution still valid
in a couple of months from now? Does it have to? There may be some evaluation
criteria that are tested or which need to be met. The ultimate goal of the
evalutation step is to determine whether the found solution is good enough to
be deployed.
Besides the solution, the data mining process generates other results:

result = model + findings

Findings are insights, ideas, secondary models, anything that apart from the
solution are important with respect to the business problem. They should also
be taken a good look at.

If none of the found solutions is acceptable, it should be determined what
should be done next: make better models, get more data or even redefine the
problem. If the model does not seem to work well with new data, or produces
strange or very bad results, one likely possibility is that the training data is
biased: it lacks important information, or even has misleading information con-
tent. The findings helps in all this by hinting to still open questions, or steps
which could have been done better.

2.6 Deployment

Finally, if the solution is deemed a good one, it is deployed. While actually
doing this may be the responsibility of the customer, and thus out of scope of
the data mining process, the data miner should provide an initial plan for doing
the deployment, e.g. what kinds of software has been/needs to be implemented,
how the data is gathered and processed and how the results are interpreted.

An important aspect to consider is the validity of the solution. How long and
under which conditions the solution can be expected to be valid. There should
be some kind of monitoring and maintainance plan enabling the customer to
monitor the validity. The plan should also suggest how to proceed when the
solution is no longer valid.

Also significant findings concerning the problem domain should be reported.
It may have occured during the data mining process that there is valuable work
to be done. Some promising options may have been left uninvestigated, or the
insights gained during the process may hint to other promising data mining
projects. These should be summarized in the final report.

13



...—~ preparation [

N~

modeling | .-

survey

Figure 2.4: Preparation-survey —cycle.

Introduction to the CRISP-DM data mining process ends here. The next
section goes back a few steps in the process. It introduces a new concept
“preparation-survey —cycle” which is closely related to data understanding.

2.7 Preparation-survey —cycle

In data mining it is essential to understand the data: what are the typical
values, what values can be considered unusual and where the data is unreliable?
Different kinds of analysis tools can be applied but ultimately the information
has to be delivered to the data miner by describing the data. The core tools in
this are visualizations, summaries and (again) visualizations:

e Visualizations because they are the most efficient way to present large
amounts of detailed information.

e Summaries because they compress the essentially qualitative visual infor-
mation into a compact set of quantitative statements.

e Visualizations, for the second time, because the miner needs to see what
kind of values underlie the summaries to judge whether they are valid [104].

2.7.1 Data survey

The purpose of data survey is to create an overview of the data: evaluate the
possibilities present in the data as well as to get an overall idea, a mind model
or map, of the data manifold [87]. The methods used in data survey do not aim
to make a precise model of the data but rather to make sense of it.

The placement of survey in the data mining process can be seen in Fig. 2.1(c).
A closer look is presented in Fig. 2.4. Data survey is closely intertwined with
data preparation: the better the miner understands the data, the easier it is to
prepare it appropriately. Properly preprocessed, the data is easier to understand.
Of course, also modeling results can be surveyed.

Data understanding step in Section 2.2 dealt with understanding the meta-
structure of the data and the reliability of (single) variables. Data survey con-
tinues from this by considering variable combinations. Examination of the data
manifold involves techniques like:
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e Clustering: are there natural groups in the data? Possibly each of these
groups should be modelled separately.

e Dependency analysis: linear correlation, local correlation, independent com-
ponents, entropy. How do the variables depend on each other? Which are
the hidden factors spanning the data manifold? Are there groups of vari-
ables that are actually don’t have anything to do with each other and
could, thus, be handled separately?

e Statistical analysis: histograms, moments of different orders, making and
testing hypothesis of the distribution. It is beneficial if the data or parts
of it can be described with simple statistical models.

Visualization is an inherent part of all this. Outliers or unexpected shapes
of the data manifold can easily corrupt the results of analysis if the underlying
assumptions of the analysis method are not correct. Visualization is the key tool
in detecting the unexpected [104].

An important consideration is also that it is not sufficient to understand
a single data set well. Because the data mining process is iterative, several
different data sets and preprocessing strategies need to be considered. For this
reason, creating an understanding of any single data set cannot be allowed to
take very long. The execution of the preparation-survey —cycle should be as
smooth as possible: the data is prepared, fed into a survey module and based on
the output the data can be prepared better. To make this possible, the survey
tools should be as automated and therefore also as robust as possible.

2.7.2 Survey report

The report tools, visualizations and summarizations, have to facilitate the un-
derstanding task. Data characterizations have to be simple enough to be imme-
diately understandable and the number of items that need to be conceptualized
together must be as small as possible to fit into the human’s working mem-
ory. Finally, the overall characterization should be as short as possible, without
sacrificing accuracy too much. Examples of summary statements include:

e Distribution statements: “Variable z is within range [a, b]”, “90% of variable
x is within range [a, b]”, “Variable z has value a” or “Distribution of z is
normal N(a,b)”.

e Property statements: “Variable 2 has 50% missing values”.

e Dependency statements: “Variables z,y have dependency y = kz + a”,
“Variables z,y have dependency if (z = a) then y = b” or “Variables z
and y are independent”.

e Cluster statements: “Cluster A has subclusters B and C”, or “In cluster B
z < 1 while in cluster C' z > 2”.

Each statement should also indicate its coverage and accuracy as well as vi-
sualize the information. For example, if distribution is being characterized, the
characterization should be accompanied by a histogram plot showing the de-
tailed information as well as indicate the meaning of the statement, for example
show the estimated normal distribution curve.
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In many aspects the objective of data survey methods is to estimate the
probability density function of the data manifold and to convey this information
to the data miner. Both tasks are very hard and both get increasingly more
difficult when the dimension increases. Also the simplicity requirements imposed
on the characterizations necessarily means loosing information of the details.
However, data survey is more about getting rough but robust results rather
than getting every detail right (which is what modeling is about). After gaining
(holistic) understanding of the whole data, it is possible to return and inspect
the local details more carefully.
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Chapter 3
The Self-Organizing Map

The SOM has several beneficial features which make it a useful method in
data mining. It implements an ordered dimensionality-reducing mapping of the
training data. The map follows the probability density function of the data
and is robust to missing data. It is readily explainable, simple and — perhaps
most importantly — easy to visualize. Visualization of multidimensional data
is indeed one of the main application areas of the SOM [58].

3.1 Basic algorithm

The basic SOM consists of M neurons located on a regular low-dimensional grid,
usually 1- or 2-dimensional. Higher dimensional grids are possible, but they are
not generally used since their visualization is problematic!. The lattice of the
grid is either hexagonal or rectangular, see Fig. 3.1.

The basic SOM algorithm is iterative. Each neuron ¢ has a d-dimensional
prototype vector m; = [m,...,miq]. At each training step, a sample data
vector x is randomly chosen from the training set. Distances between x and all
the prototype vectors are computed. The best-matching unit (BMU), denoted
here by b, is the map unit with prototype closest to x:

|l — || = min{||x —m[}. (3.1)

Next, the prototype vectors are updated. The BMU and its topological neigh-
bors are moved closer to the input vector in the input space, as shown in Fig. 3.2.
The update rule for the prototype vector of unit 4 is:

m;(t + 1) = m;(t) + a(t)he; ()[x — my,(t)], (3.2)

where ¢ denotes time, a(t) is learning rate and hy;(t) is a neighborhood kernel
centered on the winner unit. The kernel can be for example Gaussian:

2
eyl

hyi(t) = e 270, (3.3)

IThere are, of course, exceptions. For example, Kiviluoto has visualized 3-dimensional map
grids succesfully [55]. If visualization is not needed, even higher than 3-dimensional grids may
be beneficial [102].
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(a) Hexagonal grid (b) Rectangular grid

Figure 3.1: Neighborhood sets (at radius 0, 1, and 2) of the centermost unit: (a)
hexagonal lattice, (b) rectangular lattice.

Figure 3.2: Updating the best matching unit (BMU) and its neighbors towards
the input sample marked with x. The black and gray circles correspond to
situation before and after updating, respectively. The lines show neighborhood
relations.

where r, and r; are positions of neurons b and i on the SOM grid and o(t)
is neighborhood radius. Both learning rate a(t) and neighborhood radius o(t)
decrease monotonically with time. During training, the SOM behaves like a
flexible net that folds onto the “cloud” formed by the training data. Because
of the neighborhood relations, neighboring prototypes are pulled to the same
direction, and thus prototype vectors of neighboring units resemble each other.

3.2 Variants of SOM

The basic SOM algorithm has a number of variants. The common factor is that
all of them are essentially a collection of prototype vectors and a set of neigh-
borhood relations defined between them. The prototype vectors are iteratively
adjusted to correspond to the training data, and the neighborhood relations are
used in such a manner that neighboring prototype vectors become similar to
each other.
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In the basic SOM, the neighborhoods are defined by giving the prototypes
fixed positions r; on a low-dimensional output plane. In many variants, the
neighborhood relations are considerably more flexible in order to approximate
the data better. However, this happens at the cost of making visualization more
difficult. Also several such variants of the SOM have been proposed which ex-
ist between these two extremes: the nodes have well-defined low-dimensional
positions, but this location is somewhat flexible [2, 9, 31, 47, 89, 93].

Batch map. Batch map is a version of the SOM algorithm where the learning
rate a is not used [58]. Also this algorithm is iterative, but instead of using a
single data vector at a time, the whole data set is presented to the map before
any adjustments are made — hence the name “batch”. In each training step,
the data set is partitioned according to the Voronoi regions of the map weight
vectors, i.e. each data vector belongs to the data set of the map unit to which
it is closest. After this, the new weight vectors are calculated as:

N
> i=1 hei(t)x;
N
Ej:l hbz’ (t)
where b is the BMU of data sample x;, see Eq. 3.1. The new weight vector is a

weighted average of the data samples, where the weight of each data sample is
the neighborhood function value hy;(t) at its BMU b.

m;(t+1) = , (3.4)

Tree-structured SOM. Tree-structured SOM is an especially fast version
of the SOM [64, 63]. It consists of a set of layers, each of which is a complete
quantization of the data space. The difference between layers is that the number
of prototypes grows exponentially as the tree is traversed downwards. For ex-
ample, the first layer has only 4 prototype vectors, the second has 16, the third
64, and so forth. Thus, each prototype vector of a layer has four descendants in
the next layer. The top layers are utilized in the training of latter ones: instead
of comparing a given data vector to all prototype vectors of, say, layer 3, it is
first compared with prototypes in layer 1, then with the descendants of the 1st
layer winner and its neighbors, and so on. The number of distance calculations
is significantly reduced especially on the lower layers. Also, layers are added one
at a time so one gets a gradually more detailed mapping of the data.

MST-SOM. In MST-SOM the neighborhood relations are defined using a
minimal spanning tree (MST) [48]. Minimal spanning tree defines the short-
est possible set of connections which link together a set of vectors. In vector
quantization, MST-SOM is much faster and more stable than the basic SOM.
On the other hand, the prototypes no longer have well-defined positions on a
low-dimensional grid and thus visualization is more problematic.

Neural gas. Neural gas is another variant of the SOM where the neighbor-
hoods are adapatively defined during training [77]. Neighborhoods are defined
by the ranking order of the distance of prototype vectors from the given training
sample.
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Growing Cell Structures. In growing cell structures algorithm the adapt-
ability has been taken one step further [29, 30]. Instead of having a fixed number
of prototype vectors, the algorithm starts with only two, and then adds new pro-
totype vectors according to an error function criterion. The neighborhoods are
defined at the time a new prototype is added into the network. Prototype vectors
can also be removed.

3.3 Related algorithms

Kernel methods. In general, the SOM is related to kernel methods which
approach data modeling using prototypes [17]. Examples of kernel methods used
for modeling include radial basis function networks [86, 8] and ellipsoidal fuzzy
systems [66].

Possibly the closest well-known relative of the SOM is the kmeans vector
quantization and clustering algorithm. Note that the difference between classical
vector quantization [34, 81] and SOM is that SOM performs local smoothing in
the neighborhood of each map unit, as can be seen from the distortion measure in
Eq. 3.8. If the neighborhood kernel value is one for the BMU and zero elsewhere
(hp; = 6(b,4) in Eq. 3.2), the SOM reduces to adaptive k-means algorithm [81].

Another closely related algorithm is the fuzzy ¢-means algorithm [5], which
differs from k-means in that each data sample can belong to a number of clusters,
even to all of them, in varying degrees. Also the SOM can be interpreted in this
way if the neighborhood function values are used as membership values.

Principal curves. Principal curves and surfaces [37] represent a very similar
concept to the SOM [17, 49]. In principal curves, the idea is to find the central
curve (or surface) going through the data manifold. Each point on the principal
curve is the average of all points that project to it. The SOM prototype vectors
can be interpreted as conditional averages of the data, and thus it is a discrete
counterpart of the principal curve [91].

Vector projection. The SOM is also related to vector projection algorithms [49,
17]. In vector projection one tries to find low-dimensional coordinates for high-
dimensional data samples such that certain features of the original data set are
preserved as well as possible. The goal is dimensionality reduction, and often
visualization if the output space is 2- or 3-dimensional. Typically, the features
to be preserved are pairwise distances between data samples (or at least their
order) and subsequently preservation of the shape of the data manifold in the
projection. In multi-dimensional scaling (MDS) [68] all pairwise distances are
weighted equally. The energy function to be minimized is:

N N
E=Y" (di—dy)?, (3.5)

i=1 j=1

where d;; is the distance between data samples ¢ and j in the input space ||x; —
x;||, and dj; is the corresponding distance between the projection coordinates in
the output space. The bigger distances have larger effect on the error function,
and thus global organization is much more important than local topology. In
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Sammon’s mapping [95] and Curvilinear Component Analysis (CCA) [21] the
nearby samples are weighted more, and thus local topology is preserved better:

N N
Sammon’s mapping: E = ZZ(dij_d;j)z/dij (36)
i=1 j=1
N N
oca: B = Y (dij —dij)?e % (3.7)
i=1 j=1

Note that Sammon’s mapping emphasizes closeness in the input space, whereas
CCA emphasizes output space. Other vector projection algorithms can be found
from [23, 53, 65, 76, 97]. The SOM is also a vector projection algorithm because
the prototype vectors have well-defined positions on the low-dimensional map
grid.

Energy function. When comparing the SOM with other algorithms, the en-
ergy function of the SOM — or the lack of it — inevitably comes up. It has
been shown that the basic SOM algorithm has no energy function in the general
case [26]. In case of a discrete data set and fixed neighborhood kernel, the map
distortion measure

N M
E=>"" hyillx; —myl>. (3.8)

j=1i=1

can be shown to be a local energy function of the SOM [57]. However, when the
BMU index b of any of the data samples x; changes, the energy function changes
slightly, and thus the SOM only gives an approximate solution to Eq. 3.8. To
obtain the exact solution, the definition of winner (Eq. 3.1) should be changed
to b = argming{>", hks||x; — my||>} [39]. This is computationally much heavier
than the basic SOM, but it offers an interesting interpretation of the map as a
way to construct noise-resistant coding of the input vectors. If the neighborhood
function is normalized ), hy; = 1, the values give the noise-induced transition
probabilities between codes (map units) [74, 33].

3.4 Data analysis using SOM

3.4.1 Quantization

The SOM has properties of both vector quantization and vector projection algo-
rithms. The quantization from the N training samples to M prototypes reduces
the original data set to a smaller, but still representative, set to work with.
Further analysis — for example clustering or visualization, see Fig. 3.3 — is
performed (primarily, or at least initially) using the prototype vectors instead
of all of the data.

Using the reduced data set is only valid if it really is representative of the
original data. For classical vector quantization it has been shown that the den-
sity of the prototype vectors is proportional to c - p(x)ﬁrr, where p(x) is the
probability density function of the input data, d is dimension, r is distance norm
and c¢ is normalization constant [32, 59, 118]. For SOM, a similar power law has
been derived in one-dimensional case [92]. Even though the power law holds only

21



ol

clustering

n samples m prototypes

visualization

Figure 3.3: Data analysis using SOM as an intermediate step.

when the number of prototypes approaches infinity and neighborhood width is
very large, numerical experiments have shown that the results are relatively ac-
curate even for a small number of prototypes [59]. While the connection between
the density of prototypes of SOM and the input data has not been derived in
the general case, it can be assumed that the SOM roughly follows the density
of the training data.

This approach is closely related to data squashing where the idea is to scale
data sets down rather than make new algorithms which scale up to the data
sets. Data squashing is based on keeping the (local) statistics of the data set
as close to the original as possible [25]. In vector quantization the probability
density function guides the process, which amounts to much the same thing.

The primary benefit of using a reduced data set is that the computational
complexity of subsequent steps, for example clustering, is reduced [112]. The
reduction is important especially in early steps/iterations of data mining. Be-
cause several different data sets and preprocessing strategies need to be consid-
ered speed and robustness are more important than accuracy. In building final
models accuracy is the most important consideration, and the reduced data set
may be discarded in favour of a bigger one, or even the whole data.

Another benefit of vector quantization is that it usually involves averaging of
data samples, thus removing zero-mean noise and reducing the effect of outliers.

3.4.2 Projection

To be able to visualize the prototypes efficiently, vector projection is needed. To-
gether the set of prototype vectors and their projections form a low-dimensional
map of the data manifold.

Since the prototype vectors of the SOM have well-defined positions on the
low-dimensional map grid, the SOM is a kind of vector projection algorithm.
The projection of a data sample can be defined to be the index b or location ry
of its BMU on the map grid. This kind of projection is of course very crude. The
projection is discrete as it can only get as many values as there are map units.
Therefore, different vectors may be projected to the same point. Also, since
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the shape of the map is defined beforehand, information of the global shape of
the data manifold is lost. In contrast, most vector projection techniques, like
Sammon’s mapping [95], have continuous outputs. Thus, in certain visualization
tasks the projection defined by SOM is often complemented with other methods,
see Section 4.2.2.

However, as a projection algorithm, SOM has an important advantage over
many others. The topological ordering of map units depends primarily on the
local neighborhood which is defined on the map grid. Since there are more
map units where data density is high, the neighborhood in these areas becomes
smaller as measured in the input space. Thus, the projection tunes to local data
density.

3.4.3 Benefits and pitfalls

There are also other algorithms which combine properties from vector quanti-
zation and vector projection, for example Vector Quantization and Projection
neural network [22], and combinations of any vector quantization and vector
projection algorithms, like kmeans and Sammon’s mapping [28] or k-means
and MDS [96]. The data mining methodology explained in this thesis can be
applied using any of these other techniques as well. Which of them is the best
one depends entirely on the intended application, because each algorithm has a
different goal.

The goal of SOM is to create a topologically (i.e. locally) ordered mapping
of the data in the sense of a discretized principal surface or curve. In addition to
the computational benefits offered by vector quantization, the primary benefits
of SOM are:

o Robustness. Assuming the neighborhood function reaches far enough, like
in the case of Gaussian neighborhood function, the SOM is very robust
since all prototypes are affected by all data samples.

e Local tuning. The topological ordering works primarily in the neighbor-
hood of each map unit, and therefore tunes locally to the data density.

e Fase of visualization. The regular map grid makes it easy to build efficient
visualizations and user interfaces.

Many of the above benefits are due to the neighborhood relations. They are
essential in order to create the organization on SOM. However, the neighborhood
also has three unfortunate side-effects.

e Border effect. The neighborhood definition is not symmetric on the borders
of the map. Therefore, the density estimation is different for the border
units than for the center units of the map.

o Contraction. The range of variable values is contracted. The averaging
made by the vector quantization procedure, and enhanced by the neigh-
borhood function, averages the extreme values out. This may be an unde-
sirable side-effect in some situations, for example if outliers are interesting
from the analysis point of view.
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o Interpolating units. When the data cloud is discontinuous, interpolating
units are positioned between data clusters providing convenient extrapola-
tive estimates of the data distribution. However, in case of some analysis
tools, for example single linkage clustering, these may give false cues of
the shape of the data manifold and may need to be de-emphasized or
completely left out [112].

3.4.4 Scalability

Fig. 3.4 shows the implementation of one SOM training step as C-code. The
computational complexity of one training step is O(Md). Correspondingly, one
epoch of training — going through the data once — has complexity of O(NMd),
where N is the number of data samples. The complexity of the whole training
process depends on the number of training epochs. If this is chosen to be pro-
portional to M/N (or equally, the number of training steps is proportional to
M as in [60]), the complexity of the whole training is O(M?d).

Furthermore, if the number of map units is chosen to be proportional to vN
as in [112], the complexity of the whole training scales linearly with the number
of data samples O(Nd). Of course, this choice is quite arbitrary. Depending on
the application, the required number of map units may be independent of the
number of data samples, or it may need to be directly proportional to N, as
in [60].

The memory consumption depends on whether the interunit distances in
the output space are calculated beforehand or not. If they are, the memory
consumption scales quadratively with the number of map units. If not, the
consumption scales linearly, but 6 additional floating point operations per
training step are needed (assuming a 2-dimensional map grid is used). Note
that the memory requirements due to the training data have been ignored.
While just one training sample is needed at a time, in practice as much of the
data as possible is usually kept in the main memory to reduce the overhead due
to disc-access (or some other mass storage device) time.

Thus, the SOM is applicable also to relatively large data sets. Training huge
maps is time-consuming, but the process can be speeded up with special tech-
niques. These are basically based on speeding up the winner search by investi-
gating only a small number of prototypes or by searching for the winner only in
a low-dimensional subspace of the input space [50, 60, 63]. Note also that the
training algorithm can be easily implemented both in a neural, on-line learning
manner as well as parallelized [73, 61].
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bmu=0; min_di=1000000; /* or some other big enough number */
for (i=0; i<M; i++) { /* M = number of map units, d = dimension */
for (di=k=0; k<d; k++) { f = x[k] - m[i][k]; di += f*f; }
if (di<min_di) { min_di=di; bmu=i; }
}
[*xx update kkkkkkkskskkkkkkkkkkokkk koA KK [
for (i=0; i<M; i++) {
h = alpha*exp(delta(bmu,i)/radius); /* Gaussian neighborhood */
for (k=0; k<d; k++) m[i][k] -= h*(m[i]l[k] - x[k]);
}

Figure 3.4: One step of SOM algorithm as C-code. In the code, x[k] is the kth
component of data sample x and m[i] [k] is the kth component of prototype
vector m;. The delta is a table of squared map grid distances between map
units ||rp —r;]|?, radius equals —20(t)? in Eq. 3.3 and alpha is the learning rate
a(t) in Eq. 3.2. Thus, ignoring calculation of radius and alpha, and assuming
that the map grid distances delta have been calculated beforehand, there are
(6d + 2) M floating point operations (additions, substractions, multiplications,
divisions or exponents). The memory consumption is M d floating point numbers
for the prototype vectors and M?2 for the delta matrix.
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Chapter 4

Using SOM in data mining

The use of the SOM in exploratory data analysis has been studied previously.
Kaski presents a compact overview of the properties of the SOM from the
point of view of data exploration and compares the SOM to various related
algorithms [49]. In [20] a number of data analysis cases is presented where
the SOM has been an important tool. More examples of fruitful usage of the
SOM in various engineering tasks can be found for example from [62, 98]. Im-
portant from data mining point of view is postprocessing of the SOM such
that the data engineer can efficiently interpretate the results, done for example
in [51, 71, 83, 84, 88, 105].

Fig. 4.1 shows how SOM fits in the preparation-survey —cycle. Vector quan-
tization divides the data space to a set of representative prototypes. Using au-
tomated clustering methods and the qualitative information given by the vi-
sualizations one can select subareas and subspaces from the data and perform
quantitative analysis on these rather than blindly on the whole data. Some areas
may be discarded as outliers, some variables may be left out or preprocessed in
a more appropriate manner. And then the data can be reanalysed.

If the preparation seems adequate, it is easy to build initial models — local
models or non-parametric nearest neighbor models — using the prototypes or
a set of data selected based on the prototypes. In general, nearest neighbor
methods are known to be robust and to produce relatively good models [45].

All in all, this approach offers a convenient workbench where to create an
initial understanding of the data at hand, as well as to produce some initial
models.

: SOM - = : summaries|
— | preparation || training —Vvisualization~ clustering |~ of clusters local models|
(quantization
and projection) l
qualitative quantitative preliminary model
information information

Figure 4.1: Using SOM in preparation-survey —cycle.
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In the rest of this chapter, various ways to utilize the SOM in different steps
of the data mining process are discussed. Basically, the SOM is a clustering and
projection tool so these stand out among the applications. These properties can
be utilized for example in various transformations. Combined with local models
the SOM can be used for modeling and probability density estimation. The
SOM has also been used as a classification tool, although for this purpose it is
obviously suboptimal since it doesn’t make efficient use of class information to
position the prototypes near class boundaries (unlike, for example, LVQ [58]).
The main focus in the following is, however, in how the SOM can be best
utilized in the preparation-survey -cycle. As such, special attention is given to
visualization, clustering and summarization.

4.1 Preparation

Data reduction. Naturally, the SOM can be used for dimensionality reduc-
tion, but it can also be used for data selection. Instead of using all data vectors
of the original data set, one could use only a certain percentage of the samples in
the Voronoi set of each map unit. If certain kinds of samples need to be sampled
more than the others, the areas of the map corresponding to these samples may
be sampled with a higher percentage. Of course, this sampling can be done only
after the SOM has been trained.

Discretization. Because of the discrete output set, the SOM suits very natu-
rally to binning and fuzzification. Because more prototype vectors are positioned
to the areas where there is a lot of data, the binning can be thought of as multi-
dimensional histogram equalization.

Symbolical to numerical. The SOM can also be used for mapping symbol-
ical variables into numerical values. While the SOM algorithm cannot utilize
symbolical variables, their positions on the map can be analyzed afterwards.
This is done by finding the BMU of each data vector using the existing nu-
merical variables, “labeling” the BMU with the symbolical values and finally
analyzing the distribution of the values on the map grid. If different symbolical
values have distinct places on the map grid, the map grid coordinates can be
used to replace symbolical values with numerical counterparts.

Aggregation. Another use for the SOM is as an aggregation method. Mul-
tiple data vectors can be projected on a SOM and the resulting hit histogram
or response pattern can be used as an aggregate value for the projected data
set (see Section 4.2.2). In case of complicated data sets, many such SOMs can
be combined to form hierarchical maps [116]. The difficulity with this approach
is interpretation, and therefore it is beneficial if the number of bins in the his-
togram is as small as possible. This implies the SOM may need to be clustered
before creating the aggregates.

Missing value replacement. The SOM training algorithm can handle miss-
ing values gracefully. In searching the BMU, only the values which have known
values are used in the distance calculations. Note that this implies that the
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missing values are assumed to be (almost) the same as the values present in the
prototype vectors [94].

When using the SOM for replacing missing values, the replacements can be
taken directly from the prototype vectors of the BMUs. This corresponds to
using conditional estimates as missing value replacements, where the estimate
is based on the known values. If a more advanced system is desired, each map
unit can have a simple local model which can be used to calculate the missing
values.

4.2 Understanding data

The SOM forms a low-dimensional map of the training data. The ordered SOM
grid can be used as a convenient visualization platform for showing different
features of the SOM (and thus of the data).

However, often the qualitative information provided by the visualizations is
not enough. To produce quantitative summaries of the properties of the data,
interesting groups of map units can be selected from the SOM. One such inter-
esting group is of course the whole map. If it seems that there are two or more
qualitatively different regions on the map, they should be analyzed separately.
In effect, the SOM needs to be clustered (or segmented) either by hand but
preferably automatically. After clustering, the properties of the clusters can be
summarized.

4.2.1 Visualization

The goal of visualization is to present large amounts of detailed information in
order to give a qualitative idea of the properties of the data [104]. In general,
efficient visualization is not only extremely domain-dependent but also culture-
dependent. The special properties and historical conventions of each application
dictate what kind of visualizations transmit the intended information most ef-
ficiently and reliably. In this thesis the aim is to visualize generic vector-valued
data objects. The actual visualizations consist of a number of these objects —
the prototypes and possibly data samples — and the objective is to give an idea
of their properties and relations.

One of the problems in visualization of multidimensional information is that
the number of visual dimensions is limited. Visual dimensions are those prop-
erties of the visualization that can be controlled to show different values'. To

LChernoff’s faces are a peculiar example of a set of visual dimensions: data samples are
shown as faces such that the values of the variables control different features of the face:
lengths, positions, curvatures and angles of nose, eyes, mouth, ears and chin [18]. While this
is an intriguing idea, it is not very useful in practice because of several reasons.

1. Except for certain pairs the features are not easily comparable with each other. This
makes it hard to compare the relative closeness of two pairs of faces which are different
in different ways.

2. The features do not map arbitrary values very well, say how does date of month trans-
late into angle of nose?

3. There’s a hierarchy in the importance of features which is hard to quantify. The human
observer pays much more attention to eyes than, say, ears.

4. The faces are not particularly easy to produce using standard software.
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be efficient, the distinguishing features in the visual dimensions should be such
that the human visual system detects them fast and with little effort, i.e. in the
preattentive processing phase [38]. Examples of such features include position,
form (size, shape and orientation) and color (hue, texture, intensity).

Typically the number of properties that need to be visualized is much higher
than the number of usable visual dimensions. It is simply impossible to show
them all in a single figure or visualization. The solution is to use a number
of visualizations that have been linked together so that one can immediately
identify the same object from the different visualizations [14]. When several
visualizations are linked in the same manner, scanning through them is very
efficient because they are interpreted in a similar way. This kind of visualizations
are called small multiples [104].

Objects in small multiples can be linked together using for example sim-
ilar position: each object is in the same position within each multiple as in
Fig. 4.2(a). Other visual dimensions, for example color or shape, are then used
to show the properties of the objects. Also color can be used for linking: the
same object has the same color in each of the visualizations, but the position
changes as in Fig. 4.2(b). Both color and similar position have, however, lim-
ited accuracy: it requires considerable effort to determine whether two points
in even close-by multiples are in exactly the same position, or have exactly the
same color. To achieve greater accuracy in linking one can use identical posi-
tion: visualizations are positioned on top of, or inside, each other. Obviously
this technique can only be used only for a limited number of visualizations since
they essentially occupy the same space.

4.2.2 Visualization of SOM

There are a number of techniques for visualization of SOM. Based on their goal,
they can be divided to three groups: visualization of cluster structure and shape,
visualization of components and visualization of data on the map.

Cluster structure and shape

Visualization usually starts with trying to give an overall idea of shape of the
map in the input space. Especially, are there clusters and if so, how are they
related to each other? Fig. 4.3 shows four different ways of visualizing the cluster
structure of the map.

Distance matrices. The most commonly used visualization technique to de-
tect clusters from SOMs are distance matrices: a matrix of distances between
neighboring map units. The distance matrix can either hold all distances be-
tween map units and their immediate neighbors, like in the U-matrix [106], or
just a single value for each map unit, for example the median of the distances
to the neighbors [67], see Fig. 4.3(a) and (b). Because neighboring map units
are typically also very close to each other in the input space, distance matrices
are related to single linkage clustering. The distance matrices can be visualized
using for example gray shade, but also other techniques are possible [35, 44, 79].

Distance matrices essentially show the density of prototype vectors in differ-
ent parts of the map. A recently proposed method uses the distribution of data
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Figure 4.2: Linking small multiples. In (a), a 3-dimensional data set of three
Gaussian spheres is presented in three small multiples. The multiples are linked
by similar position, the coordinates of each sample having been defined by a
projection to the space spanned by the two greatest eigenvectors of the data
set. Colors show the corresponding variable values. In (b), there are six small
multiples which show the scatter plots of each variable vs. another. The ones on
bottom left are linked using color.
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samples around the prototype vectors to enhance the distance matrix tech-
nique [83]. The distance matrices can be enhanced in other ways as well, for
example by defining the distances in ways other than the Euclidian distance,
for example along the minimum spanning tree.

Colormaps. A related technique is to give similar colors to similar map
units [41, 52, 53], see Fig. 4.3(c). The method introduced in [53] even takes
perceptual differences of the colors into account in order to reflect the distances
in the original data space as faithfully as possible. These colormaps are useful,
not only as a clustering visualization, but also because they can be used to cre-
ate color codings which take the cluster structure into account. The color coding
can then be used for linking different visualizations together [40, 52].

Projections. A different approach is to use projections of the prototype vec-
tors. This makes it possible to visualize not only the cluster structure but also
the overall shape of the data manifold. Note that the projection defined by the
SOM is too rigid to be useful for this purpose. Some more flexible method,
Sammon’s mapping [95] for example, must be used instead.

The position information can be complemented by connecting objects that
are, for example, neighbors. Particularly useful this is in 3D if proper depth-
cues cannot be shown: lines connecting the objects can give the visualization a
shape that single objects hanging in space fail to convey. Visualizing the SOM
by projecting the prototype vectors to a low dimension and connecting each
unit to its neighbors gives the map its characteristic net-like look and makes it
easy to grasp its shape, see Fig. 4.3(d).

Components of the map

After getting an overall idea of the shape of the data manifold, it is possible to
concentrate on smaller details:

e What kinds of values do the variables have?

e What kinds of values or value combinations are typical for different parts
(clusters) of the data manifold?

o Are there significant dependencies between the variables?

The basic technique in this is the visualization of component planes, see Fig. 4.4.
Each component plane can be thought of as a slice of the map: it consists
of the values of a single vector component in all map units. Each component
plane visualizes the spread of values of that component. As such they are like
histograms, the difference being that the same value can be present in multiple
places of the map if it is typical to several different clusters. Coupled with the
clustering information, the component planes show the values of the variables
in each cluster.

It is easy to detect possible correlations between variables. By comparing
component planes with each other, correlations are revealed as similar patterns
in identical positions of the component planes: whenever the values of one vari-
able change, the other variable changes, too [111]. Based on overall view, it is
easy to select interesting component combinations for further investigation. A

31



(a) U-matrix (b) Distance matrix

(c) Similarity coloring (d) Projection

Figure 4.3: Clustering visualizations: (a) U-matrix with values indicated using
grayscale, (b) distance matrix using hexagon size to show the values, (c) sim-
ilarity coloring, (d) the map network in 3-dimensional space. The colors in (c)
and (d) match each other.
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Figure 4.4: U-matrix (top left) and three component planes. The different plots
are linked together using similar position. It can be seen, for example, that high
“X-coord” values are typical for the cluster on the bottom of the map.

more detailed study can be done using e.g. scatter plots [40]. Note, though, that
correlation hunting is not what these techniques have been desinged for. The
perceived (partial) correlations may actually be artifacts induced for example
by the cluster structure of the map.

A very interesting property of a cluster is, of course, what makes it a cluster.
Methods for visualizing the contribution of the original variables to the cluster
structure have been developed by Kaski et al. [51, 83].

Data on the map

Investigation of the relationship between the SOM and data vectors is interesting
because it offers a way to identify regions from the map based on familiar data
samples, and to check how well the mapping has succeeded. Besides training
data, the investigation of new data samples is also important. The objective
may be, for example, classification or novelty detection.

Fundamental to these techniques is the definition of the location of a given
data sample on the map, or the response of the map to the data sample. Typi-
cally, the location is the BMU of the sample, as defined in Section 3.4.2. Alter-
natively, the response can be calculated based on a generative mixture model
calculated for the map [3]. For multiple vectors, a data histogram is obtained.
In case of time-series data, the adjacent BMUs can be combined to form a
trajectory on the map [54, 103].

However, the BMU is not the whole truth, since simply indicating it from the
map completely ignores the accuracy of the match. Typically there are several
prototypes which match the data sample almost as well as the BMU. If these
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Figure 4.5: Projection visualizations. In (a) the BMUs of two samples are in-
dicated from the map with hexagons. The vertical bars show the match ac-
curacies. The height is proportional to the ratio between quantization errors
g; = ||x — m;|| to best- and worst-matching prototype vectors min; ¢;/ max; g;.
For the one on front this ratio is 165/173 = 0.96, and for the one on back it is
0.59/9.8 = 0.06. In (b) and (c) are fuzzy responses of the two samples calculated
as 1/(1 + (gi/a)?), where a is a normalization constant. Notice that in (b) the
colorscale values are between [0,0.5] while in (c) they are between [0.48,0.5].

map units are at different parts of the map this either means that there’s a
fold on the map, or that the data sample is far away from the data manifold
modelled by the map.

Fig. 4.5 shows two ways to visualize the response of the map to two data
samples, other than simply pointing out the BMU. Either the properties of the
BMU marker are used to indicate the accuracy, or the response of each map
unit is shown [110, 115]. The latter gives more information, but the former is
much more compact and allows visualization of multiple responses in the same
figure.

Notice that by comparing the responses data samples, or even whole data
sets, can be compared to each other within the context provided by the map [116].

4.2.3 Clusters and summaries

In order to produce quantitative information, interesting groups of map units (or
data samples) can be summarized. Summary of the whole data set is, of course,
essential, but if the data manifold actually consists of two or more separate
clusters, the properties of these clusters and how they differ from each other is
very interesting. Based on the SOM, (the Voronoi set of) each map unit could be
summarized separately. However, this would produce way too many summaries
to be useful. Therefore, the map needs to be segmented into a smaller set of
“natural” clusters — small enough to keep the conceptualization of the result as
easy as possible.
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Clustering for summarization

Clustering is about finding “interesting” groups from the data [17]. In crisp clus-
tering, each data sample belongs to exactly one cluster. Fuzzy clustering [7]
is a generalization of crisp clustering where each sample has a varying degree
of membership in all clusters. If desired, the fuzzy clustering can be defuzzi-
fied by assigning each sample crisply to the cluster where its membership (or
probability, if mixture models are used [78]) is highest.

A widely adopted definition of optimal clustering is a partitioning that mini-
mizes distances within and maximizes distances between clusters. However, this
leaves much room for variation, since the within- and between-clusters distances
can be defined in several ways [6]. In practice most clustering methods do not
produce a single clustering, but offer several with different number of clusters.
To select the best among them, each can be evaluated using some kind of va-
lidity index. As can be expected there is also a multitude of different validity
indeces [80, 6].

It should be emphasized that the goal here is not to find an optimal clus-
tering for the data — in some specific sense — but to get a robust insight into
the structure of the data for the purpose of data survey. Actually, the clusters
need not even form a proper partitioning: some points can well be discarded as
“unclustered” and the groups may form a hierarchy with super- and subclus-
ters. Since the purpose is to gain insight into the data, it is sufficient if the
found groups are something that the data engineer can comfortably identify as
a separate or at least homogeneous part of the data cloud [112].

Clustering algorithms

Because the definition of optimal clustering is far from fixed, there are a huge
number of different kinds of clustering algorithms. However, the two main ways
to cluster data are hierarchical and partitive approaches [46]. The hierarchi-
cal methods can be further divided to agglomerative and divisive algorithms,
corresponding to bottom-up and top-down strategies.

Agglomerative clustering algorithms typically merge data points together
one at a time to form a clustering tree which finally consists of a single cluster,
the whole data set. The clustering tree, dendrogram, can be utilized in inter-
pretation of the data structure and determination of the number of clusters, see
Fig. 4.6. However, the dendrogram does not provide a unique clustering. Rather
a partitioning can be achieved by cutting the dendrogram at certain level(s), for
example using some kind of interactive tool [11]. Divisive algorithms are similar
but work in the opposite direction starting from a single cluster and dividing
each cluster to subclusters until all vectors are in a cluster of their own.

Partitive clustering algorithms divide a data set into a number of clusters,
typically by trying to minimize some criterion or energy function. The number of
clusters is usually predefined, but it can also be part of the energy function [13].
If the number of clusters is unknown, the partitive algorithm can be repeated
for a set of different values, typically from 2 to v/N, where N is the number of
samples in the data set. An example of a commonly used partitive algorithm is
the k-means.

Partitive methods are less sensitive to imperfections — noise, outliers and
even overlapping clusters — in the data than hierarchical methods [75]. On the
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Figure 4.6: A dendrogram of a set of 14 one-dimensional data samples. The
samples are on the bottom of the figure, positioned according to their value.
Initially each is in a cluster of its own. One by one, the clusters are joined
together, as indicated by the lines. The height indicates the distance between the
two clusters when they were joined. A partitioning can be obtained by cutting
the dendrogram at a certain level, for example at the level where there are only
two clusters left. An alternative way is to cut the dendrogram at different level
for each branch.

other hand, partitive methods make implicit assumptions on the form of the
clusters. For example, k-means tries to find spherical clusters.

SOM as a clustering algorithm

SOM is also a clustering algorithm: each map unit defines a small protocluster
consisting of the samples in its Voronoi set. Alternatively, the SOM can be in-
terpreted as a fuzzy clustering: each data sample is part of every cluster with
membership value proportional to the value of the neighborhood function at its
BMU. This interpretation can be useful if the number of samples per protoclus-
ter is small or if a fuzzy method is used as a postprocessing stage based on the
output of SOM.

However, unlike most other prototype-based methods, the optimal situation
for SOM is not when the number of prototypes equals the number of clusters.
Instead, the number of units in the SOM should be much bigger than the ex-
pected number of clusters. The neighborhood function draws neighboring map
units together, and thus neighboring map units reflect the properties of the same
rather than different clusters. The transition from one cluster to another on the
map is gradual taking place over several map units. This means that if a small
amount of clusters is desired, the SOM units need to be clustered [72, 112].

Using SOM (or some other vector quantization algorithm) as an intermediate
step makes the clustering a two-level approach: the data set is first clustered
using the SOM, and then the SOM is clustered. Each data vector of the original
data set belongs to the same cluster as its nearest prototype. One big benefit of
this approach is that computational load decreases. Even with relatively small
number of samples many clustering algorithms — especially hierarchical ones
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Figure 4.7: The original data on the left, a typical clustering result in the middle
and an alternate clustering result on the right. Assuming the data actually
consists of two crossing lines, the correct result is the one on the right: in one
cluster, there is a very clear positive correlation, and in the other equally clear
negative correlation. However, the more likely clustering result in the middle
has five clusters none of which shows any correlation between variables. Also,
summarization of the whole data shows no correlation, since the two opposite
ones cancel each other out.

— become intractably heavy. For this reason, it is convenient to cluster a set of
prototypes rather than directly the data [107].

Either partitive or hierarchical methods can be applied to cluster the SOM.
The prototypes may either be clustered directly, or some specific features of the
SOM can be utilized in the clustering. For example, the interpolative units (see
Section 3.4.3) indicate gaps, i.e. cluster borders, in the data manifold [119]. In
partitive clustering the interpolating units can be left out of the analysis. In ag-
glomerative clustering the SOM neighborhood relation can be used to constrain
the possible merges in the construction of the dendrogram [82]. If this is used
together with the neighborhood constraint, the interpolative units form borders
on the map which the construction of the dendrogram must obey. It may even
be that the interpolating units completely separate some areas from the rest of
the map.

One can also use the distance matrix directly as a basis for clustering. Since
the distance matrix, for example average distance of each prototype vector to
its neighbors, gives a rough estimate of the local probability density, the local
minima of the matrix can be used as the centers or seed points of the clusters.
The partitioning can then be done either by assinging each map unit to closest
center or by using region-growing starting from each local minima.

Summaries

The purpose of summarization is to give a concise characterization of the prop-
erties of the target data set, as described in Section 2.7. The approach below is
hierarchical and based on clustering. Note that the clustering result has major
impact on the summarization result. Consider a data set in the shape of an
’X? depicted in Fig. 4.7. It is important to realize that most clustering meth-
ods fail in handling these kinds of overlaps. Supporting the summarization with
visualizations is important to detect this kind of anomalies.

The summary starts with the desciption of the data set as a whole: distribu-
tions of and interactions between variables. In addition, the major subclusters
of the data set are listed. After this, each subcluster is summarized in a similar
manner. Likewise their subclusters. This hierarchical approach allows one to
concentrate only on a few objects at a time, as opposed to dividing the whole
data set directly to dozens of clusters.
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In addition to the properties of single variables and variable pairs listed in
Section 2.7, characterization of clusters can list some of the following properties.

e Typical cases (prototypes), and possibly extreme cases (archtypes).

e The shape of the cluster, especially whether it is spherical or not. If a sim-
ple statistical model (e.g. a Gaussian sphere) can be used to characterize
the cluster, so much the better.

e Are there, or might there be subclusters within this cluster?

To reduce the length of the description, listing properties which are the same
as with the supercluster should be avoided.

In order to be able to place the cluster in the right context, one should also
relate it to the rest of the data set.

e Which are the neighboring clusters?

o What are the distinguishing properties of the cluster from the neighboring
clusters (border cases)? Is there really a gap between the clusters?

e Which factors make the cluster different from the rest of the data?

4.3 Modeling

Training predictive models (see Eq. 2.1) with data is a supervised learning prob-
lem. There is an output y which needs to be constructed from the inputs x. As
opposed to this, the SOM algorithm is designed for unsupervised learning: none
of the variables is given the special status that output variable y has in super-
vised learning. However, this is not to say that the SOM cannot be used for
modeling.

The basic SOM can be easily used as a lookup-model. Taking any set of
known values (the input variables), their BMU — or some other type of response
— from the map can be determined, and the corresponding prototype vector
can be used to give values to the other (output) variables [99]. If more than one
unit is chosen, a weighted average of the values can be used. Just as in handling
missing values in Section 4.1, this corresponds to prediction using conditional
estimates.

Typically though, when using SOM for modeling, the input and output vari-
ables are handled separately. The unsupervised quantization performed by SOM
partitions the input data space spanned by {x} into a set of regions. For each re-
gion a local model for predicting the output variable y is trained in a supervised
manner. The local models can be constructed either simultaniously or after the
SOM has been trained [109].

A scheme for constructing and using the local models is depicted in Fig. 4.8.
The local models are formed of the data vectors falling to the Voronoi regions
of the map units. If a local data set of a single map unit is considered too small,
it can be augmented from the data sets of similar, close-lying prototype vectors.
When using the model, a prototype vector is first chosen from the map, and
then the associated local model is used for prediction.

In regression the local models are usually linear. In classification they are
typically lookup-models. Using samples with known classes, the SOM is labeled
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Select prototype vector
Build local data sets
Predict value
Calculate local models
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Figure 4.8: A scheme for constructing local models.

Prototype vectors ‘

Local predictors ‘

with the class identifiers, and these labels are used to classify new samples.
Notice, however, that this is clearly a suboptimal solution, since the class infor-
mation is in no way used in positioning the prototype vectors. There are some
schemes which can be used to optimize the SOM for classification [48]. Ideally,
the number of prototypes should be much larger on the cluster borders where
much accuracy is needed. The Learning Vector Quantizer (LVQ) is a close rela-
tive of SOM which is designed for classification [58]. SOM can be utilized in its
initalization.

Probability density estimates based on SOM are typically additive mixture
models. Each map unit has an associated probability density function and an
a priori probability. By adding these in a Bayesian manner, an additive mix-
ture model is obtained [3, 36, 43]. Alternatively, the SOM can be utilized in
construction of hidden Markov models [69].
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Chapter 5

Conclusion

In this thesis, the use of the Self-Organizing Map (SOM) in data mining has
been discussed. Its main features are:

e The SOM algorithm can be applied to numerical table-format data.

e The SOM combines properties of both vector quantization and vector
projection algorithms, and thus provides

— a low-dimensional map of the data manifold which tunes to the local
data density and can be utilized efficiently in visualization.

— a robust set of prototypes which roughly follow the probability den-
sity of the training data and can thus be used for clustering and
analysis of the data.

e If the number of map units is chosen proportional to v/ N, the computa-
tional complexity of training scales linearly with the size of data O(Nd),
where N is the number of data samples and d is the input dimension.

Several ways to make use of the SOM have been suggested. Basically, the SOM
is a visualization, clustering and projection tool. It is found to be especially
suitable for data understanding, but it can also be used for data preparation and,
combined with local models, for modeling and probability density estimation.
As such, it is a prime tool in preparation-survey —cycle introduced in Section 2.7.

An outline of the usage of the SOM in the preperation-survey —cycle is
presented in Fig. 4.1. The main steps are data preparation, SOM training, visu-
alization, clustering, summarization and modeling. The publications deal with
visualization [110], clustering [112] and modeling [111] steps. In addition, this
thesis briefly discusses the summarization step. Future work will concentrate on
this step to complete the loop in Fig. 4.1, and thus make efficient use of the
SOM in the preparation-survey —cycle possible.

The SOM training algorithm, as well as many of the methods mentioned
in this thesis have been implemented in the SOM Toolbox [113, 114] for Mat-
lab 5 computing environment. The SOM Toolbox can be downloaded free of
charge from http://www.cis.hut.fi/projects/somtoolbox/. Hopefully, this
work will inspire other researchers and fellow data engineers to make use of the
potential of the SOM as a versatile data mining tool.
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Errata

This section lists the changes made to the manuscript since 5th of April, 2000.
These changes are purely corrections: they do not change the qualitative content
of the thesis in any way.

e On April 10th, 2000, the C-code in Fig. 3.4 was changed slightly. In C-
language the operator *~’ is XOR, not power,sodi += (x[k] - m[i][k])"2;
was changed to { £ = x[k] - m[i][k]; di += £xf; }.

e On April 17th, 2000, in Section 5, a reference to [111] was changed to [3],
and a few corrections in the Bibliography were made: the paper by Sam-
mon [95] and the PhD thesis of Healey [38] were misplaced in the alpha-
betical list.
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