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�Abstract

The Self-Organizing Map (SOM) is a neural network algorithm which is especially suitable for the analysis and visualization of high-dimensional data. It maps nonlinear statistical relationships between high-dimensional input data into simple geometric relationships, usually on a two-dimensional grid. The mapping roughly preserves the most important topological and metric relationships of the original data elements and, thus, inherently clusters the data. The need for visualization and clustering occurs in various engineering applications, in the analysis of complex processes or systems. In addition, SOM allows easy data fusion enabling visualization and analysis of large data bases of industrial systems. As a case study, the SOM has been used to cluster the pulp and paper mills of the world.



1.	Introduction

The Self-Organizing Map (SOM), developed by academy professor Kohonen [7], is one of the most popular neural network models. A SOM consists of neurons organized on an array. The number of neurons may vary from a few dozen up to several thousands. Each neuron is represented by an n-dimensional weight vector, m = [m1, … , mn], where n is equal to the dimension of the input vectors. The neurons are connected to adjacent neurons by a neighborhood relation, which dictates the topology, or structure, of the map. 



The SOM algorithm implements a nonlinear projection from the high-dimensional space of input signals onto the low-dimensional array of neurons. The neurons act as prototypes of typical input samples, and so the SOM is also a vector quantization algorithm. The neurons approximate the probability density function of the input data. This means that the neurons tend to drift to where the data is dense, while there are only a few neurons where data is sparsely located. The mapping preserves the topological relationships of the input signal domains. Due to this topology preserving property, the SOM is able to cluster input information and their relationships on the map. The SOM also has a capability to generalize, i.e. the network can interpolate between previously encountered inputs. 



Knowledge discovery in databases (KDD) is an emerging area of research in artificial intelligence and information management. KDD methods are used to find new knowledge from databases in which the dimension, complexity or the amount of data has so far been prohibitively large for human observation alone. Typical KDD tasks cover classification, regression, clustering, summarization and dependency modeling. The algorithms that are employed in these tasks include decision trees and rules, nonlinear regression and classification methods such as feed-forward networks and adaptive splines, example based methods such as k-Nearest Neighbors (kNN), graphical dependency models and relational learning [1]. Analysis of major global industries is an example of an application for these techniques.

The successful SOM applications cover various engineering problems [7] such as pattern recognition, full-text and image analysis, financial data analysis, process analysis and modeling as well as monitoring and control, and fault diagnosis [12, 14, 16, 17]. More in KDD veneer SOM has been used in visualization of complex processes and systems and discovery of dependencies and abstractions from raw data [5, 19, 20]. 



In this paper, the applicability of SOM based methods in knowledge discovery is discussed especially in relation to the task of an industry analyst. Thorough analysis of the industry field requires, for instance, the integration of knowledge originating from different sources and data bases. As a case study, the SOM has been used in the analysis of the world pulp and paper industry [21].



2.	Task of the Industry Analyst

The experts in modern industrial environment are constantly facing the huge information flow of various application areas. As a consequence, there is a progression from polymath towards a ”neo-generalist” with domain expertise on a broad but shallow basis. For instance, an expert in forest industry must be able to deal with all relevant aspects of forest industry, from markets and financial analysis to environmental issues and forestry.



Characteristics of the problems inherent in the industry analysis include:

High dimension of data. The number of relevant fields in the data banks, of which there are typically many, linked types, is usually several dozens.

Many categories of data which have to be dealt with both separately and in combination. When the different data banks are used, the output is usually a combination of at least two categories of information. These categories are of interest by themselves, but the true value lies in their combination.

Non-existent or poor theoretical foundation. Many industrial systems are very complex and the processes are far from completely understood in the sense of physical modeling.

Incomplete data. Even with a highly developed data collection network, it is nearly impossible to find out many highly relevant pieces of information. Some are protected by commercial interest, others are not measured in the same way or at all across the board, etc. For instance, the market shares of individual companies for different products in different countries are among these items, and environmental data is perhaps shrouded in the greatest veil of secrecy of all.

Correlations between variables are not obvious. Due to the high dimensionality of data and complexity of the systems, correlations between parameters are difficult to determine. This is especially the case with variables from different data categories. The effects of parameter changes in one area on another may be great but hard to predict.



To be able to cope with the increasing amounts of information experts need new, powerful analysis methods and tools. Computer-aided tools are the basis of most analysis assignments, but the bag of tricks of the neo-generalist is of special importance. Presenting a set of possible elements from the field of mathematics and artificial intelligence, we have:

extraction of production rules

forecasting with exact numbers

visualization

classification

time dimension/trajectories

cutting across and combining problem dimensions

correlation hunting



All of these features are useful. However, exact forecasts are perhaps the most researched area in industry analysis - and the predictions are no more correct than elsewhere. Experiments conducted with existing databases may result in highly stochastic rules with a generous amount of preconditions. Single experiments are of course not conclusive, and rule extraction is a task worth pursuing. Rules could even be extracted from backpropagation networks, thus combining a limited degree of numeric forecasting and rule extraction. The last five features above, however, are intriguing questions rarely asked because of their difficulty. They also describe characteristics of the SOM.



3.	The Self-Organizing Map in Knowledge Discovery

The SOM has several beneficial features which make it a useful methodology in knowledge discovery. It follows the probability density function of the underlying data, it is readily explainable, simple and - perhaps most importantly - highly visual. The SOM functions as an effective clustering and data reduction algorithm and can thus be used for data cleaning and preprocessing. Integrated with other methods it can be used for rule extraction [18] and regression [13].



The SOM algorithm is based on the unsupervised learning principle where the training is entirely data-driven and little or no a priori information about the input data is required. The SOM can be applied in pattern recognition and clustering of data without knowing the class memberships of the input data. This is a clear advantage when compared with the artificial neural networks (ANN) methods based on supervised learning (e.g. Multi-Layered Perceptron (MLP)) which require that the target values corresponding to the data vectors are known.



An important property of the SOM is that it is very robust. Naturally, the SOM suffers from any kind of flaws in the data, but the degradation of performance is graceful. An outlier in the data only affects one map unit and its neighbors. The outlier is also easy to detect from the map, since its distance in the input space from other units is large. The SOM can even be used with partial data, or data with missing data component values. 



Three application areas important in KDD are highlighted in greater detail below.



Visualization



Because of the important role that humans have in KDD, visualization is a data mining method in itself in addition to being essential in reporting the results, or creating the knowledge [1]. The SOM can be efficiently used in data visualization due to its ability to represent the input data in two dimensions.  The different SOM visualizations offer information of correlations between data components and of the cluster structure of the data. The illustrations can be used to summarize data sets and to compare them.



In the following, several ways to visualize the SOM are introduced using a simple application example, where a computer system in a network environment was measured in terms of utilization rates of the central processing unit (CPU) and traffic volumes in the network. The SOM was used to form a representation of the characteristic states of the system.



Clusters on the map are typically visualized using the unified distance matrix (u-matrix) method by Ultsch [19]. Firstly, a matrix of distances (u-matrix) between the weight vectors of adjacent units of a two-dimensional map is formed. Secondly, some representation for the matrix is selected, for example a gray-level image [4]. The u-matrix of the example system is shown in Fig. 1a. The lighter the color of a unit, the, the closer it is to its neighbors. For example, on the top left there is a large uniform area, which corresponds to idle state of the computer system. 



Additional information can be added on top of the map representation. In Fig. 1a. a trajectory of the operating point of the computer system has been added on the u-matrix. The operating point of the process at time t is the best-matching unit (BMU) of the measurement vector x(t). In the trajectory, several consecutive operating points are connected with arrows so that the behaviour of the process over time can be seen. To facilitate process monitoring task descriptive labels have also been added to the representation. In the figure, the trajectory starts from the normal operation area and moves through a disk intensive phase to high load area.



Closely related to cluster structure is the idea of the shape of the map in the input space. This can be visualized by projecting the weight vectors of the SOM to a suitably low-dimensional output space and connecting adjacent neurons with lines. For example Sammon's mapping can be used for the projection [10]. The nonlinear mapping tries to preserve the relative distances between input vectors. Since the SOM tends to approximate the probability density of the input data, the Sammon's mapping of the SOM can be used as a very rough approximation of the form of the input data. A Sammon's mapping of the example system is illustrated in Fig. 1b. According to the mapping, the SOM seems to be well-ordered in the input space. Sammon's mapping can also be applied directly to data sets, but because it is computationally very intensive, it is too slow for large data sets. However, the SOM quantizes the input data to a small number of weight vectors, which lightens the burden of computation to an acceptable level. 
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(a) U-matrix
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(b) Sammon’s projection
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(c) Component planes

�

(d) Quantization errors

�

(e) Data histograms

Fig. 1. Different visualizations of the SOM. (a) U-matrix presentation with trajectory and labels on top,  (b) Sammon’s mapping of the SOM, with colors according to the u-matrix, (c) component planes representation, (d) data projections and quantization errors and (e) two data histograms on top of the u-matrixs.



Correlations between vector components can be visualized using the component plane representation. The illustration can be thought of as a ''sliced'' version of the SOM, where each plane shows the distribution of one weight vector component. Using the distributions, dependencies between different process parameters can be  studied. For example, Goser et al. [2] have used this kind of visualization to investigate parameter variations in VLSI circuit design. The component planes of the example system are presented in Fig. 1c. The colors of map units have been selected so that the lighter the color is, the smaller is the relative component value of the corresponding weight vector. It can be seen, for instance, that the components #1, #2 and #6 (read blocks per second, written blocks per second and write I/O percentage of CPU usage, respectively) are highly correlated.



Once the map is understood it can be used to analyze and compare data vectors or whole data sets. The location of a data vector on the map is determined by its BMU. Perhaps as important piece of information as the BMU is the relative quantization error of the data vector (distance between the vector and its BMU relative to the distance between the BMU and its neighbors). This can be utilized in evaluating the validity of the interpretation given by the map. The BMUs and the relative quantization errors of a set of data vectors are visualized in Fig. 1d. The height of the bar represents the relative quantization error and the placement of the bar shows the BMU.



A data histogram is the collection of BMUs of a whole data set. For each data set vector, BMU is determined, and ''hit counter'' of that unit is increased by one. The histogram shows the distribution of the data set on the map. In our example, we have used spots of different sizes to visualize the histogram: the larger the spot is, the larger is the counter value. The data histogram of the example application is shown in Fig. 1e. The histogram on the left corresponds to measurements from around midnight, and the one on the right to measurements at noon. In section 4 data histograms are used to compare data sets.



Clustering



Clustering is one of the main application areas of the SOM. The neurons of the SOM are themselves cluster centers, but to accommodate interpretation the map units can be combined to form bigger clusters. A significant advantage with this approach is that while the Voronoi regions of the map units are convex, the combination of several map units allows the construction of non-convex clusters.



A common strategy in clustering the units of the SOM is to calculate a distance matrix between the reference vectors and use a high value of the matrix as an indication of a cluster border [8, 19]. In 3D visualization of such a matrix, e.g. the u-matrix, the clusters will appear as ''valleys''. The problem then is how to determine which map units belong to a given cluster. For this, agglomerative and divisive algorithms are typically used, e.g. in [11, 20]. In addition to distance, some other joining criteria can be used, for example that the joined clusters are required to be adjacent [11].



Another quite interesting option is to use another SOM to cluster the map units. This kind of structure is often referred to as a hierarchical SOM. Usually a ''hierarchical SOM'' refers to a tree of maps, the lower levels of which act as a preprocessing stage to the higher ones. As the hierarchy is traversed upwards, the information becomes more and more abstract. Hierarchical self-organizing networks were first proposed by Luttrell [9]. He pointed out that although adding extra layers to a vector quantizer yields a higher distortion in reconstruction, it also effectively reduces the complexity of the task. Another advantage is that different kinds of representations are available from different levels of the hierarchy.



The SOM can be used for classification purposes by assigning a class for each reference vector and deciding the class of a sample vector based on the class of its BMU. However, it should be noted that if the class memberships of the training data are known, using the SOM for classification purposes is not sound, since the SOM does not take into account the known class memberships and cannot therefore optimize the class boundaries appropriately. In such cases the Learning Vector Quantizer (LVQ), a close relative of the SOM, or another method of supervised classification should be used [6].

 

Modeling



The problem of system modeling is one of high practical importance. A traditional way to approach modeling is to estimate the underlying function globally. In the last decade, however, local models have been a source of much interest because in many cases they give better results than global models [15]. This is especially true if the function characteristics vary throughout the feature space. 



The elastic net formed by the SOM in the input space can be interpreted as an implicit lookup model of the phenomena that produced the training data. The lookup model can be used for sensitivity analysis [3]. An expansion is to fit local models for each map unit. The local models can be constructed in various ways ranging from using the best example vector to splines and small MLPs. Usually, local models are kept simple, such as weighted averages of the example vectors or linear regression models. The model composed of the SOM and, possibly, the local models can be used for simulation of the system from which the data was gathered. 



4. Case study

In this case study, the SOM is used to analyze the pulp and paper mills of the world. Three data sets were used containing information on over 4000 pulp and paper mills, and over 11000 paper machines and pulp lines in them. The first data set contained information on the production capacities of the mills, the second on the technology of the paper machines and the third on the technology of the pulp lines. 



Each mill could contain several paper machines and pulp lines and, therefore, a hierarchical structure of maps was used (see Fig. 2). At first two low level maps were constructed from the paper machine and pulp line data sets. These maps provided a clustering of the different machine types. The technology map was trained using the mill-specific info in the mill data set and data histograms from the two low level maps.



�

Fig. 2. There were three technological data sets: one of mill production capacities, one of paper machines and one of pulp lines. Each mill could contain several paper machines and pulp lines. A hierarchical setup was used to combine the data. Data histograms from the two smaller maps were utilized in the training of the third map. The arrows show which data sets were used in training the maps.



The acquired maps told several things. According to the low level maps the paper machines and pulp lines each could be divided to three major types. Analysis of the high level map, where all information was combined, resulted in a division of the pulp and paper mills to 20 different types, e.g. a cluster for small and old industrial paper mills, another for high capacity newsprint paper mills and third for nonintegrated pulp mills.



It was interesting to note that some mill types were typical of certain geographical regions. For the analysis of different geographical areas the data was separated to 11 sets each consisting of pulp and paper mills in a certain area. The data sets were projected on the map and, based on the resulting histograms, some conclusions could be drawn for each region, as listed in Table 1. The same approach can be directly used for comparing and analyzing different companies. 



Two of the histograms are shown in Fig. 3: Scandinavia and Far Asia. Scandinavia represents a technologically advanced region with new, high capacity mills the majority of which produce printing/writing papers and pulp. Far Asia on the other hand is a growing region with mostly average or small capacity mills, though the paper machines themselves are big. Printing/writing paper produced in Far Asia is almost exclusively woodfree.



Table 1:	Different geographical areas and the main mill types they have.

Region�Mills�Description��Scandi-navia�149�Big capacity mills, newsprint and pulp-only mills but relatively little industrial paper production.��Western Europe�1004�Even spread of all mill types, special notice on the many mills using dispersed waste paper.��North America�759�Printing/writing paper production resembles that of Scandinavia, but in addition quite a lot of old industrial paper mills.��Eastern Europe�302�Industrial paper, both small and medium-sized; mechanical pulp mills. Also some mills using disperged waste paper.��Latin America�533�Even spread of all mill types, special notice of mechanical pulp.��Near and Middle East�65�Industrial paper mills, some of them very large, mills using disperged waste paper.��Africa�106�Mainly industrial paper mills.��China�370�Many paper machines per mill, woodfree paper, some high-capacity industrial paper mills and several small pulp-only mills.��Japan�221�Even spread of all mill types, many mills using deinked waste paper.��Far Asia�665�Woodfree and various industrial paper mills, many of them with high capacity machines.��Oceania�31�Mostly new machines, otherwise an even spread of all mill types, many mills in  disperged waste paper cluster.��



�

Scandinavian pulp and paper mills

�

(b) Far Asian pulp and paper mills

Fig. 3. The data set histograms of two different geographical regions on the u-matrix of the pulp and paper mills map. The bigger the square the more mills were projected to that unit on the map.



5. Future Directions

The Self-Organizing Map is a versatile tool for exploring data sets. It is an effective clustering method and it has excellent visualization capabilities including techniques which use the weight vectors of the SOM to give an informative picture of the data space, and techniques which use data projections to compare data vectors or whole data sets with each other. The unsupervised learning principle of the SOM is a desirable property, and noise and distortion in data can partly be compensated by the robustness of the algorithm.The visualization capabilities of the SOM make it a valuable tool in data summarization and in consolidating the discovered knowledge. The SOM can also be used for regression and modeling or as a preprocessing stage for other methods. The many abilities of the SOM together with its robustness and flexibility are a combination which makes the SOM an excellent tool in knowledge discovery and data mining. 



At present, our implementation of the SOM-based data mining tool is clearly for the expert only. An understanding of the SOM fundamentals and a modicum of domain expertise are of essence for efficient utilization of its potential. Thus, it is a tool for a ''neo-generalist'' with at least a neural network veneer. In developing the data mining tool further, several directions are possible. They can be pursued simultaneously, but the amount of resources available makes a focus necessary. Goals include:



Further improvements in visualization, for example moving from 2D visualization to 3D.

Injecting a degree of expertise into the tool. It could be developed in an application-specific direction, resulting in a help desk in the form of small expert systems. This expertise can be used both as a reference during SOM processing and, perhaps more importantly, in the interpretation phase. 

Improving clustering, automated labeling and correlation hunting. In the more general realm of research, an aid in the visual hunt for correlation between variables, in the form of a primitive ''reporter'' summarizing links between SOM layers, would speed up analysis and ensure a smaller rate of missed connections. Combining this with an improved autolabeling function and, more fundamentally, autoclustering, would yield benefits to the user. 



In the case study, the world pulp and paper technology was investigated. A hierarchical structure of SOMs was used to combine data from the linked data sets. Such use of multiple interpretation layers introduces some additional error due to necessary generalizations but, on the other hand, provides a structured solution to data fusion.



A study combining economic, environmental and technological data has been made to produce a comprehensive view of the whole pulp and paper industry [21]. The case study has added value, as it transforms a long-talked about idea in the forest industry (combining economy, technology and environment in decision-making) into a concrete example.



The results achieved so far have been encouraging. However, much work is still needed in the postprocessing stage and the interpretation of results. The development and automated usage of algorithms that cluster the units of the SOM will be an essential part of future work. This may be accomplished by the use of the hierarchical maps or with fuzzy interpretation rules. The overall project setup provides a pivot point for research: an application and an application area to test new concepts on. This type of cross fertilization between use in industry and research at university is only possible given a consistent vision and enough time for the cooperation.



In this paper, the forest industry has been considered as a case study. However, the methods used are applicable to other fields of industry as well.
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