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Abstract

The MPEG-7 standard is emerging as both a general
framework for content description and a collection of spe-
cific, agreed-upon content descriptors. We have developed
a neural, self-organizing technique for content-based im-
age retrieval. In this paper, we apply the visual content de-
scriptors provided by MPEG-7 in our PicSOM system and
compare our own image indexing technique with a refer-
ence method based on vector quantization. The results of
our experiments show that the MPEG-7 descriptors can be
used as such in the PicSOM system.

1. Introduction

Development of content-based image retrieval (CBIR)
techniques has suffered from the lack of standardized ways
for describing image content. Until now, there have not ex-
isted widely-accepted standards for visual content descrip-
tion. MPEG-7 [7] – or “Moving Pictures Expert Group
Multimedia Content Description Interface” – is the first
thorough attempt in this direction. As the MPEG-7 Exper-
imentation Model (XM) [6] has become available, we have
been able to test the suitability of MPEG-7-defined image
content descriptors with our PicSOM system. We have thus
replaced our earlier, non-standard descriptors with thosede-
fined in MPEG-7. In this paper, we present a set of experi-
ments with MPEG-7 descriptors and the PicSOM system.

Most current CBIR systems are based on visual low-level
features andquery by example, where the user specifies her
object of interest by pointing out examples of relevant im-
ages. As CBIR systems are normally not capable of return-
ing the desired image as their first response,relevance feed-
back [8] is used to improve the results. In relevance feed-
back it is assumed that the system is able to learn the user’s
preferences after seeing enough examples of relevant and ir-
relevant images. This kind of behavior can be implemented
by allowing the user to evaluate the outputs of the system.

2. PicSOM system

The PicSOM image retrieval system [3, 4] is a frame-
work for research on methods for content-based image
retrieval. The PicSOM home page including a working
demonstration of the system for public access is located at
http://www.cis.hut.fi/picsom.

The main image indexing method used in PicSOM is the
Self-Organizing Map (SOM) [1]. The SOM is used for un-
supervised, self-organizing, and topology-preserving map-
ping from the image descriptor space to a two-dimensional
lattice, or grid, of artificial neural units. The map attempts
to represent the data with an optimal accuracy by using a
restricted set of models. Multiple SOMs are used in par-
allel for retrieving relevant images from a database. These
parallel SOMs have been trained with separate data sets ob-
tained from the image data with different feature extraction
techniques. After the training phase, the map units are con-
nected with the images of the database. Therefore, the dif-
ferent SOMs impose different similarity functions on the
images. As every image query is unique and each user of a
CBIR system has her own transient view of image similar-
ity, a system structure capable of holding many simultane-
ous similarity representations is desirable as it can adaptto
different kinds of retrieval tasks. In the PicSOM approach,
the system is able to discover those of the parallel SOMs
that provide the most valuable information for each individ-
ual query instance.

Instead of the standard SOM, PicSOM uses a special
form of the algorithm, the Tree Structured Self-Organizing
Map (TS-SOM) [2]. The hierarchical TS-SOM structure is
useful for two purposes. First, it reduces the complexity of
training large SOMs by exploiting the hierarchy in finding
the best-matching unit for an input vector. Second, as each
layer of the TS-SOM is a normal SOM, this hierarchical
representation of the image database can be utilized in vi-
sual browsing. In the experiments described in this paper,
we have used four-level TS-SOMs whose layer sizes have
been 4�4, 16�16, 64�64, and 256�256 units.



2.1. Self-organizing relevance feedback

A CBIR system is generally not able to retrieve the best
available images in its first response. As a consequence, sat-
isfactory retrieval results can be obtained only if the image
query can be turned into an iterative and interactive process
towards the desired image or images. In PicSOM, each im-
age seen by the user is graded by her as either relevant or
irrelevant. All these images and their associated relevance
grades are then projected on all the SOM surfaces. This
process forms on the maps areas where there are 1) many
relevant images mapped in same or nearby SOM units, or
2) relevant and irrelevant images mixed, or 3) only irrele-
vant images, or 4) no graded images at all. Of the above
cases, 1) and 3) indicate that the corresponding content de-
scriptor agrees well with the user’s conception on the rele-
vance of the images.

When we assume that similar images are located near
each other on the SOM surfaces, we are motivated to spread
the relevance information placed in the SOM units also to
the neighboring units. This is done as follows. All rele-
vant images are first given equal positive weight inversely
proportional to the number of relevant images. Irrelevant
images receive negative weights in similar fashion. The
overall sum of these relevance values is thus zero. For each
SOM layer, the values are then mapped to and summed in
the SOM units in which the distance from the unit’s weight
vector to the image’s feature vector is at minimum. Finally,
the resulting sparse value fields are low-pass filtered to pro-
duce qualification values for each SOM unit and its associ-
ated images. This process is illustrated in Figure 1.

)
Figure 1. A SOM surface, on which the images
selected and rejected by the user are shown
with white and black marks, respectively, is
convolved with a low-pass filter.

In these experiments, we have considered exclusively the
bottommost (256�256) TS-SOM levels. This approach is
motivated by the used performance evaluation scheme, in
which the queries are always started with one image that
certainly belongs to the specified image class.

Content descriptors that fail to coincide with the user’s
conceptions produce lower qualification values than de-
scriptors matching the user’s expectations. Therefore, the

different descriptors do not need to be explicitly weightedas
the system automatically takes care of weighting their opin-
ions. In the actual implementation, we search on each SOM
for a fixed number, here 100, of unseen images with the
highest qualification values. After removing duplicates, the
second stage of processing is carried out. Now, the qualifi-
cation values of all images in this combined set are summed
up on all SOMs. 20 images with the highest total qualifica-
tion values were then used as the result of the query round.

2.2. Vector-quantization-based reference method

In order to be able to compare PicSOM’s performance
to other systems, we have built some algorithmic alterna-
tives within our CBIR system. The justification for vector
quantization in image retrieval is that unseen images which
have fallen into the same quantization bins as the relevant-
marked reference images are good candidates for the next
reference images to be displayed to the user. Here we used
the well-knownK-means vector quantization [5].

The choice for the number of quantization bins is a sig-
nificant parameter for the VQ algorithm. Using too few bins
results in image clusters too broad to be useful, whereas
with too many bins the information about the relevancy of
images fails to generalize to other images. In the experi-
ments, we have used 4096 VQ bins, which coincides with
the size of the second bottommost TS-SOM levels. This re-
sults in 14.6 images per VQ bin, on the average, for the used
database of 59 995 images. Another significant parameter is
the number of candidate images that are taken into consid-
eration from each of the parallel vector quantizers. In our
implementation, we rank the VQ bins of each quantizer in
the descending order determined by the proportion of rele-
vant images of all graded images in them. Then, we select
100 yet unseen images from the bins in that order.

After the vector quantization stage, the set of potential
images has been greatly reduced and more demanding pro-
cessing techniques can be applied to all the remaining can-
didate images. Now, one possible method – also applied
in our reference system – is to rank the images based on
their properly-weighted cumulative distances to all already-
found relevant images in the original feature space. As with
PicSOM, 20 highest-scoring images are then returned as the
result of the query round.

3. Experiments

The performance of a CBIR system can be evaluated in
many different ways. Even though the interpretation of the
contents of images is always casual and ambiguous, some
kind of ground truth classification of images must be per-
formed in order to automate the evaluation process. In the
simplest case – employed also here – image classes are



formed by first setting verbal criteria for membership in a
class and then assigning a Boolean membership value for
each image in the database.

3.1. Performance measures

If the size of the database,N , is large enough, we can
assume that there is an upper limitNT of images (NT �N ) the user is willing to browse. The system should thus
demonstrate its talent within this number of images. In our
setting, each image in classC is “shown” to the system one
at a time as an initial reference image to start the query with.
The system should then return similar images (ie. images
belonging to the same class), as much as possible. This
results in a leave-one-out type testing of the target class.

PrecisionP and recallR are intuitive performance mea-
sures that suite non-exhaustive use. When not the whole
database but only a smaller numberNT of images is
browsed through, the recall value very unlikely reaches
the value one. Instead, the final valueR(NT ) – as well
asP(NT ) – reflects the total number of relevant images
found. The intermediate values ofP(t) display both the
initial accuracy of the CBIR system and how the relevance
feedback mechanism is able to adapt to the class. With
relevance feedback, it is to be expected thatP(t) first in-
creases and then turns to decrease when a notable fraction
of the relevant images have been shown. Furthermore, we
have normalized the precision value by dividing it with the
a priori probability of the class and call it thereforerela-
tive precision. This makes the comparison of the recall–
precision curves of different image classes somewhat com-
mensurable and more convenient because relative precision
values above one now relate to retrieval performance that
exceeds random browsing.

3.2. Used database and image classes

We have used images from the Corel Gallery 1 000 000
product in our evaluations. The database contains 59 995
JPEG images. The images have been grouped by Corel in
thematic groups and also keywords are available. However,
we found these image groups rather inconsistent with the
keywords. Therefore, we created for the experiments six
manually-picked ground truth image sets with tighter mem-
bership criteria. All image sets were gathered by a single
subject. The used sets werefaces(1115 images,a priori
probability 1.85%),cars (864 images, 1.44%),planes(292
images, 0.49%),sunsets, (663 images, 1.11%),houses(526
images, 0.88%), andhorses, (486 images, 0.81%).

3.3. MPEG-7 content descriptors

MPEG-7 [7] defines a standard set of descriptors that can
be used to describe various types of multimedia informa-

tion. As a nonnormative part of the standard, a software Ex-
perimentation Model (XM) [6] has been released for public
use. The XM is the framework for all reference code of the
MPEG-7 standard. In the scope of our work, the most rel-
evant part of XM is the implementation of a set of MPEG-
7-defined image descriptors. At the time of this writing,
XM is in its version 5.3 and not all description schemes
have yet been reported to be working properly. Therefore,
we have used only a subset of MPEG-7 content descrip-
tors for still images in these experiments. The used descrip-
tors wereScalable Color, Dominant Color, Color Structure,
Color Layout, Edge Histogram, andRegion Shape.

The MPEG-7 standard defines not only the descriptors
but also special metrics for calculating the similarity be-
tween images. However, we use Euclidean metrics in com-
paring the descriptors because the training of the SOMs and
the creation of the vector quantization prototypes are based
on minimizing a square-form error criterium. Only in the
case ofDominant Colordescriptor this has necessitated a
slight modification in the use of the descriptor. Since the
originalDominant Colordescriptor of XM is variable-sized
and this could not be fit in the PicSOM system, we used
only two most dominant colors or duplicated the most dom-
inant color if only one was found.

3.4. Results

We performed 12 sets of computer runs which were char-
acterized by the used image class (faces/ cars / planes /
sunsets/ houses/ horses) and the retrieval method (Pic-
SOM / VQ). Each run was repeated as many times as there
were images in the image class. The recall and relative pre-
cision values were recorded for each such instant and finally
averaged. 20 images were shown at each iteration round,
which resulted in 50 rounds whenNT was set to 1000 im-
ages. Both recall and relative precision were recorded af-
ter each iteration round. The results are shown in Fig-
ure 2, where each subfigure contains recall–relative preci-
sion curves of the two techniques. The recorded values are
shown with symbols and connected with lines. It can be
seen in Figure 2 that in all cases PicSOM is at first behind of
VQ in precision, but soon reaches and exceeds it. In some
of the cases (facesandhorses), this overtake by PicSOM
takes only one round. With some classes, however, the ini-
tial precision of VQ is clearly higher and therefore reaching
it takes several iteration rounds.

Of the tested image classes,sunsetsyields the best re-
trieval results as its relative precision rises at best over30
and, on the average, almost half of the images in the class
are found among the 1000 retrieved images. This is un-
derstandable as sunset images can be well described with
low-level descriptors, especially color. On the other hand,
housesis clearly the most difficult class, as its precision
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Figure 2. Recall–relative precision plots of the two CBIR te chniques for the six image classes.

stays just above twice thea priori probability of the class
with both methods.

Based on the experiments, it can be stated that the rele-
vance feedback mechanism of PicSOM is clearly superior to
that of VQ’s. The VQ method shows good initial precision
but after a few rounds, when PicSOM’s relevance feedback
begins to have an effect, retrieval precision with PicSOM is
in all cases higher. Thehousesclass can be regarded as a
draw and a failure for both methods with the given set of
content descriptors.

4. Conclusions

In this paper, we have described experiments with our
PicSOM system and MPEG-7-defined content descriptors
and shown that the MPEG-7 descriptors can be successfully
used in the system. The PicSOM system is based on using
Self-Organizing Maps in implementing relevance feedback.
As the system uses many parallel SOMs, each trained with
separate content descriptor, it is straightforward to use any
kind of statistical features. Due to PicSOM’s ability to au-
tomatically weight and combine the responses of the differ-
ent descriptors, one can make use of any number of content
descriptors without the need to weight them manually. As
a consequence, the PicSOM system is well-suited for op-
eration with MPEG-7 which also allows the definition and
addition of any number of new content descriptors.

In the experiments we compared the performance of the
self-organizing relevance feedback technique of PicSOM

with that of a vector-quantization-based reference system.
The results showed that in the beginning of queries, Pic-
SOM starts with a bit lower precision rate. Later, when its
strong relevance feedback mechanism has enough data to
process, PicSOM outperforms the reference technique.
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