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Abstract. The paper presents a comprehensive methodology for general
image-based classification. It allows for classification of websites with
abstract target classes, handles large datasets and is tolerant to noise.
The approach uses local image features and their color descriptors to
obtain build image representations by a modified k-NN algorithm. Image
representations are refined into image and website class predictions by
a two-stage classifier based on Extreme Learning Machine. The results
are good even in the presence of noise and for abstract target categories;
and are excellent for the most important classes.

1 Introduction

Analysis of web content is an old but challenging task, emerged with the first
Internet search engines. Being able to describe or classify a webpage is essen-
tial for various tasks like returning relevant search results [18], finding similar
pages [26] or blocking unwanted or dangerous websites [28] like phishing ones.

Traditional webpage analysis rely on text processing methods [27] (text body
of a page, address, keywords and links). But with the increase of bandwidth,
storage and processing power, image data found heavy usage in webpages, being
a native to humans powerful expressive format. A modern user will probably be
surprised seeing a text-only webpage without any visual design.

Image data, while being an important source of information in the web, is
hard for machine processing due to its extreme variability. Image understanding
is still extremely challenging, but a simpler and more feasible task is image clas-
sification with several classes of interest. Existing classification methods include
target-specific ones [54], which cannot be generalized on arbitrary classification.
Examples of these are adult content detection methods based on the amount
of skin colour in the image [39]. Other methods are very elaborate and aim at



image understanding with object extraction and recognition [50, 11]. They are
common in regular competitions like PASCAL VOC [16] or common benchmark
datasets like Caltech101 [17]; otherwise they are impractical due to a compli-
cated adaptation to another problem, a lack of ready-made toolboxes, and long
training and running times.

This work aims at a web content filtering problem. This is an integral part
of an automated Internet security framework. Internet security domain is not
new, but the need of its automation is recent. While computer networks are
penetrating into all parts of human activity, and the potential danger of their
misuse raises (up to a physical treat imposed by, for instance, hacked computer-
based elevator control systems or car safety systems), a demand for capable safety
measures remains high. Due to a large volume of information produced every
day (both content and malicious software), human experts are unable to respond
to every case in time. One possibility to address this task is to pre-process data
automatically, giving machine decision for easy or well-known cases, and leaving
much lower number of cases for human analysis. This work addresses dangers or
inconveniences that web content of some kind may give to people, by creating a
tunable web content filtering system. The work is done in collaboration with F-
Secure Corp.6 under Data-to-Intelligence7 (D2I) TeKeS project, and is partially
supported by a Nokia Foundation grant8.

Web content filtering is done by estimating whether a particular website
belongs to one of the offensive classes, and blocking it if it does. The scientific
part of the method is thus a multi-label classification of websites. The available
dataset has 20 target classes — 19 offensive ones, which reflect concepts like
”Hate” or ”Beer”, and a benign class called ”Unknown”. A large dataset of
URLs (web addresses) for these classes is provided by F-Secure Corp. A list of
classes with the number of corresponding urls is given in Table 1.

A typical approach for classification of web pages is a text-based classification.
This is done indeed on the same dataset (by a different party9), but in the
context of the problem, text-based approach has numerous drawbacks. First, it
performs poorly on websites with little or no text; but such websites are present
in important categories like ”Adult”. Second, a text-based classifier is learned
for one language. It requires adaptation to cover multiple languages, which is
problematic as the number of languages is high, and for many of them there is
little training data. An image-based classifier could overcome these difficulties,
by being invariant to the language of website and able to use training data from
all languages altogether.

Image-based classifier proposes its own challenges, which are considered in
this work. First, correct class labels are known only for websites. An assumption
is made that all images in a website have the same label, which obviously does
not always hold. Images which have different class than their website are called

6 F-Secure http://www.f-secure.com/en/web/home_global/home
7 Data to Intelligence http://www.datatointelligence.fi
8 Nokia Foundation http://www.nokiafoundation.com
9 Åbo Akademi http://www.abo.fi/institution/en/informationsteknologi



Table 1: Details of the dataset of website urls, provided by F-Secure Corp.

Class Websites Images

Adult (english) 6801 216446
Beer 5913 33331
Casino 3651 22513
Cigarette 1939 13734
Cigars 3845 25224
Cults 3282 17976
Dating 4703 32091
Jew related 3479 16696
Marijuana 5397 43980
Occults 5105 20139
Prescription drugs 6042 42433
Racism white supremacy 400 2794
Racist groups 4667 29626
Religion 5438 18092
Spirits 2820 18962
Sports betting 3671 16569
Violence 1919 21344
Weapons 2464 27629
Wine 4095 25463
Unknown 3432 34709

semantic noise. The proportion of semantic noise varies significantly per class:
the ”Adult” class has relatively low amount of irrelevant images, about 5%; and
web pages of the ”Cults” class mostly contain relevant text and lots of irrelevant
images, like avatars of people talking at forums, with a proportion of image
semantic noise close to 70%.

Image understanding and machine vision is an active research frontier in
Machine Learning, however very few problems are successfully solved so far.
The next section 2 discusses about modern image classification, image retrieval
and object recognition methods. It describes typical approaches to image-based
machine learning, and highlights those which form the image processing core
of the proposed website classifier. Additional steps of False Positives-optimized
classification and merging of image predictions into website labels are discussed
in the corresponding sections 3.4, 3.5 of the methodology.

2 Related work

Extracting semantic information from image data is an active research fron-
tier [14, 41]. It includes topics like image classification, retrieval or segmentation;
object detection in images; image labeling; and video processing as well. Prob-
lems connected with image processing are hard to solve, partially because most
images are 2-dimensional projections of a 3-dimensional world, and successful



usage of images by humans is based on an extensive use of prior and context
knowledge.

The authors are aware of only two complex image-related tasks, which have
satisfactory solution so far. One is a face detection method, which is found in
most modern smartphones and digital cameras. It is based on the Viola-Jones
face detector [51], which scans an image with a sliding window at different scales.
It uses an ensemble of simple classifiers, selected and trained on a large dataset
of labeled faces. That sliding window, being a slow method in general, achieves
extreme speedup by using integral images [12] with its simple classifiers, which
allows for a real-time performance even on relatively slow devices.

The second problem with an accurate solution is the road signs recogni-
tion [32]. The approach is similar — an image is scanned with a sliding window
of different sizes and shapes, and each window is processed separately by a neural
network. Without rolling sum trick, the performance is far from real-time even
with accelerated computations on GPU, but the method’s accuracy exceeds 99%.

Both these successful cases use the prior knowledge of objects they aim to
find: faces or road signs. Another interesting research classified 100,000 classes
reasonably fast [14], but again they represent typical objects mostly in canonical
views. This will not hold for a general-purpose image classifier of object detector.
One well-known annual competition for general image-based classification and
detection methods is PASCAL VOC [16]. Other popular publicly available com-
plex image datasets include Caltech-101 [17], Caltech-256 [19], MIRFLICKR-
1M [25] and 80 million tiny images [45] dataset. The state-of-the-art methods
are found among the winners of PASCAL VOC [11] or recent publication on the
other image datasets [2]; links can be found on corresponding websites.

The developed algorithms are large and complex (see [2, 50, 15]), but most
of them utilize the same basic building blocks — local image features (”local
features” or ”image features”). The idea is that useful information in image is
not distributed uniformly, and some parts (i.e. corners, see Figure 1) are more
important for image understanding than others (i.e. a uniform background).

The process of obtaining local image features involves two major steps: fea-
ture detection and feature extraction. The detection phase finds potential in-
formative regions in image, a good overview is given in [46]. Feature detection
phase can be skipped with dense image sampling, but this method results in
more local features, and not all of them are useful. Common feature detection
methods are Harris-Laplace [37] and Harris-Affine [36]; the former is scale- and
rotation-invariant and the latter is also affine-invariant, although detects less
stable features across different images of a same scene.

In feature extraction stage, pixel values of a found image patch are trans-
formed to a special fixed-size descriptor vector. Its major property is that two
such vectors calculated from two similar patches on different images (two patches
of the same object part, which look similar to humans, but may have very differ-
ent pixel values) lie close in Euclidean space [31]. This property allows matching
descriptor vectors for detecting similar objects across images, for instance pedes-
trians [35, 4]. Different methods of calculating descriptor vectors produce features



Fig. 1: Local image features: non-informative (left) and informative (right). Infor-
mative features capture corners and junctions, while non-informative represent
lines or uniform image regions. An object (flashlight) is recoverable with infor-
mative image features. Figure from a human image understanding paper [5].

of various dimensionality, but in general it should be large enough for accurate
matching [8]. Descriptors are calculated for intensity maps, which are gray-scale
images in general; color descriptors are possible by concatenating particular de-
scriptors from intensity maps of colors in different color spaces [47]. Common
choices of descriptors are different variants of SIFT [31, 47] and SURF [3], the
latter is less precise but much faster. Modern development train descriptors with
Convolutional Neural Networks to obtain state-of-the-art performance [41].

General image classification frameworks often use search over image to pro-
duce confidence maps [11]. This works in class-specific methods, like search for
naked body in Adult images detection [52, 39]. Such methods often use Bag-of-
Visual-Words (BoW) approach [44, 21, 2], similar to Bag-of-Words in text pro-
cessing [6]. The occurrence histogram produced by a BoW method is useful for
an SVM classifier with a histogram kernel [10]. A different way is a per-feature
analysis [9], based on k-NN feature matching [1]. This approach can match differ-
ent parts of an image to different training images [7], which is useful for learning
with abstract non-uniform classes.

The next section 3 introduces the proposed methodology for learning abstract
image classes from large and noisy dataset. It uses color SIFT image features,
and a per-feature kNN-based image classification. Predicted image classes are
merged together for websites, as websites are the targets for classification in the
imposed problem.

3 Image-based classification methodology

Overview of methodology

The methodology is created from an idea of meaningful local regions in images,
some of which are relevant to the classification problem [7], as illustrated on



Figure 2. It starts by extracting all local feature descriptors from training images,
which inherit the class of their corresponding image. These features define a class
distribution in the descriptor space. The first step creates a large set of classified
local features (200,000,000 features for the proprietary dataset from F-Secure
Corp.).

Next, the created dataset is used for classifying feature descriptors of new
images. Classification is based on the Nearest Neighbor idea, that the class of
a test feature is similar to the classes of its nearest neighbors. Calculation of
the exact nearest neighbor with 200,000,000 samples is infeasible, so a smaller
representative subset of training features is used to define the class distribution in
the feature space. Samples in this subset are called ”centroids” for convenience, in
resemblance to the centroids in k-means clustering. These centroids are classified
once on a full training set (which takes thousands of core-hours in the local
Triton10 computer cluster). Then several closest centroids are found for each
test local feature, and the class description of a test feature is derived from the
classes of these centroids. Details are explained in subsection 3.3.

With the classes of test local features, test images can be classified by a
general method. Authors use an Optimally Pruned Extreme Learning Machine
(OP-ELM [33]), a variation of Extreme Learning Machine [24, 23] (ELM) model
which suits well for large-scale machine learning problems [48]. This particular
method is adjusted to output confidences in multiple classes, with a possibility to
reject image if a confidence level is not high enough. The rejection is important
for this particular problem, because low False Positives rate is preferred over
a high coverage in the given problem setup: missing an offensive website label
sometimes is acceptable, because the method is not perfect; but blocking a benign
website can make a user to remove website filtering tool, which is an unwanted
situation for the company.

The last step is the classification of websites. It is based on class predictions
of images from each website. Such predictions are not binary, but are continuous
values where a higher value means higher class likelihood. An assumption is made
that only a few of available classes are correct for one website. A hypothesis is
proposed that predictions for irrelevant classes for images of that website will be
distributed normally with a low mean value, while predictions for correct classes
for these images will not come from the same distribution, as they would have
a significantly higher value. That hypothesis is tested by a paired t-test with
adjustable threshold between mean values of the two normal distributions, and
results in a multi-label website classification.

Each major step 1-5 of the methodology from Figure 2 is described in the
corresponding sub-sections below.

10 We acknowledge the computational resources provided by Aalto Science-IT project.
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Fig. 2: Diagram of image classification process. Five major steps are given in
bold rectangles, with corresponding sub-steps depicted below. See explanation
in the text.

3.1 Obtaining images from websites

An input to the methodology is a single website url (and a class of that website for
the training set). The data collection stage (Figure 2, 1a-1e) transforms website
image data into a uniform representation.

A website url is searched for any files that have image extensions. The list of
useful extensions is taken from an image processing toolbox for Python language
(Python Image Library, PIL11), and includes .bmp, .dib, .dcx, .gif, .im, .jpg,
.jpeg, .jpe, .pcd, .pcx, .png, .pbm, .pgm, .ppm, .psd, .tif, .tiff, .xbm and .xpm.

Then any damaged or non-image files are deleted. Image files can be detected
by a file header, but this does not detect damaged images (due to errors during
download, incorrect encoding, or something else). An easy way of finding valid
images is to load image content from all files with a toolbox. If an error occurs
at any stage, the file is deleted as an invalid image.

Downloaded image content from a website often includes decoration elements
like lines or uniform background. They are unlikely to convey any class-relative
meaning, and can introduce class noise with their class predictions, thus they
are discarded in the methodology. An empirical threshold on minimum file size
of a meaningful image is estimated by manually browsing a large collection of
downloaded images sorted by file size. This threshold is fixed at 2400 bytes.

11 http://www.pythonware.com/products/pil/



Most image files smaller that 2400 bytes are either decoration elements, or tiny
previews of other images, and can be safely discarded.

Another problem is posed by images of a large size. One example was found
in a rasterized vector image with dimensions of 6400x6400 pixels. It contained
many sharp edges, and produced over 100,000 local features, significantly slowing
down the whole method without any benefits in accuracy of predictions. Thus
an upper bound in the longest edge is set for all images. The current system
sets this bound to 500 pixels; the value can be adjusted for smaller runtime
or better performance, but not having such value at all hurt the performance.
Down-scaling of images which exceed upper size boundary is done with an anti-
aliasing algorithm, with keeping original image proportions.

The final step of getting image data is to encode all images in RGB colorspace.
This step is performed on all images, even the ones which are already in RGB
— because they often include an alpha channel, which makes them different for
the feature extractor. A low compression level is chosen for JPEG algorithm to
prevent occurrence of visual artifacts.

An important remark to say is that although website images are pre-processed
as explained before, some of them will be irrelevant to the problem. These im-
ages form semantic noise, which is empirically estimated to range from 5% for
”easy” classes like Adult up to 70% for ”difficult” classes like Cults. In ”easy”
classes like Adult, most information is presented by picture and video content, a
favorable case for an image-based methodology. In ”difficult” classes, however,
information is transferred mostly in textual form. For instance, a major part of
images from the Cults category is formed by avatars of people who chat on fo-
rums. Such images don’t help much in classification; but an abundance of textual
information makes text-based classifiers good complimentary methods for these
areas. Highly variable quality of initial image content is an unavoidable diffi-
culty for image-based methods, that is why a rejection option for low-confidence
predictions is added to final classifiers of the proposed methodology.

3.2 Extraction of local image features

Local image features are ”meaningful”, or ”informative” regions of an image [30,
3]. Thinking about a picture of an airplane in the sky, a patch of a uniform blue
sky is not very informative, whereas a patch containing an airplane is. Local fea-
tures usually contain corners, edges or strong changes in color and contrast [46].
These features are specifically made to be invariant to image transformations
(scaling, rotation) and noise (for instance from different encoding), so they are
useful for finding similar objects in different images [31, 38, 49]. These features
can also be used for image classification, by finding image patches similar to
those from some particular class [7].

Harris-Laplace image feature detector

Edge and corner detection in image uses derivative (or gradient) of image in-
tensity map, usually denoted by I. Edge detection is straightforward, as edges



correspond to local maximum in matrix I. Smoothing with Gaussian kernel sup-
presses noise and makes edges easier to detect.

Corner detection is more elaborate. A corner is an area of image with high
curvature. It corresponds not only to actual corners, but also to junctions, highly
textured surfaces, occlusion boundaries, etc. A continuous cornerness parame-
ter is used to specify the likelihood of an image pixel to be in the center of a
”corner”. In general local image features framework, meaningful areas have high
cornerness, so a corner detector is used as local image feature detector.

Mathematically, corners are found by analyzing two orthogonal image gra-
dients. Low values of both gradients correspond to a uniform area with low
cornerness and informativity. One large gradient and its low counterpart corre-
spond to edges; and both large gradients correspond to corners. Two orthogonal
gradients for pixel neighborhoods are found with the second derivative matrix
M: they are given by eigenvalues of this matrix, and their scale is given by
corresponding eigenvectors.

M = σ2
Dg(σI) ∗

[
I2x(x, σD) Ix(x, σD)Iy(x, σD)

Ix(x, σD)Iy(x, σD) I2y(x, σD)

]
, (1)

where

I2x(x, σD) =
∂

∂x
g(σD) ∗ I(x) (2)

g(σ) =
1

2πσ2
e−

x2+y2

2σ2 , (3)

where x is a query image, I(x) is an intensity map of that image, x and y
are x-axis and y-axis of the pixel grid of an image. Image gradients (local image
derivatives) are computed with the differentiation scale σD. Then the gradients
around an image point are smoothed with the integration scale σI .

Because directions of gradients are irrelevant to cornerness, and only their
magnitudes matter, there is a simplified approach for detecting high cornerness.
Recall that matrix determinant is equal to a product of eigenvalues, and the
trace equals their sum. Cornerness can be estimated as a difference between
determinant and trace of matrix M .

cornerness = det(M)− λ trace(M) (4)

The typical value for λ is 0.04 [46]. This formula is faster than finding the
exact eigenvalues. Process of estimating cornerness is shown on Figure 3.

The characteristic scale of found corners is detected by an extremum of some
scale function. The size of the region obtained that way is independent of the
image resolution, as illustrated on Figure 4. Scale detection in Harris-Laplace
method is initialized by running the Harris corner detector multiple times on
different scales, and then selecting an optimum region among interleaving ones
between multiple scales with the Laplacian operator, as explained in details
in [29].



Fig. 3: Estimating cornerness with second derivatives of intensity matrix M .
Illustration from [46].

3.4 Harris-Laplace/Affine 223

Fig. 3.5 Example of characteristic scales. The top row shows images taken with different
zoom. The bottom row shows the responses of the Laplacian over scales for two corre-
sponding points. The characteristic scales are 10.1 and 3.9 for the left and right images,
respectively. The ratio of scales corresponds to the scale factor (2.5) between the two images.
The radius of displayed regions in the top row is equal to 3 times the selected scales.

of the Laplacian kernel, which acts as a matched filter [58] when its
scale is adapted to the scale of a local image structure.

Figure 3.6 shows the scale-invariant local features obtained by
applying the Harris-Laplace detector, for two images of the same scene
related by a scale change. In order not to overload the images, only
some of the corresponding regions that were detected in both images

Fig. 3.6 Corresponding features found with the Harris-Laplace detector. Only a subset of
corresponding features is displayed to avoid clutter. The circles indicate the scale of the
features.

Fig. 4: The characteristic scale calculated with the Laplacian operator, and the
corresponding regions, for two images of the same scene at different resolution.
Illustration from [46].

Finally, the detected corner regions with corresponding locations, scales and
orientations are considered to be the local informative regions of an image. The
main benefit of the Harris-Laplace detector is a large portion of similar regions
found on images with the same scene but different resolutions and noise levels [38]
(for instance from different encoding). The detected regions are still composed
from very different pixel values, and an encoding method is required for their
comparison, which is invariant to noise and particular pixel brightness. One
such commonly used method, called SIFT (Scale-Invariant Feature Transform)
is described below.



SIFT image feature descriptor The Scale Invariant Feature Transform [30]
is a local image feature descriptor, based on histograms of oriented gradients [13]
(HOG). On its input, SIFT has position and size (scale) of a local feature. The
image feature orientation is defined as the orientation of an average gradient of
that image patch.

The SIFT method starts by placing a 16×16 regular square grid at an image
feature, aligned with that feature’s orientation. Then local gradients are calcu-
lated for each cell of that grid, based from values of pixels inside the grid cells.
Magnitudes of those gradients are weighted with a Gaussian kernel to give more
importance to gradients near the center of the feature. Then these weighted
gradients are accumulated into 4× 4 orientation histograms with 8 discrete ori-
entations each. Values of histograms are obtained as vectors by reading them
counter-clockwise. Finally, vectors for each histogram are concatenated to get
the whole SIFT descriptor vector. Its length is thus 16 histograms × 8 directions
= 128 features. An example of SIFT descriptor calculation is shown on Figure 5.
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Fig. 5: Example of SIFT descriptor calculation; reduced dimensionality is used
for better visibility. First, local gradients are obtained for each cell of 8× 8 grid
(16 × 16 in full SIFT). These gradients are weighted with a Gaussian kernel,
denoted by a circle. Then an oriented histogram is calculated on 2×2 grid (4×4
in full SIFT); a length of each arrow in a histogram equal to the sum of gradients
in the same direction. Finally, histogram values are read counter-clockwise and
concatenated into a SIFT descriptor.

The original SIFT descriptor uses only image intensities, and is suitable for
gray-scale images. Color SIFT descriptors are obtained by concatenating par-
ticular SIFT vectors for each color in some color space. Recent surveys [47, 8]



suggest that a weighted opponent color space (cSIFT descriptor) is a good choice.
This type of image feature descriptor is used in the methodology.

The next two subsections introduce the method of utilizing cSIFT image
descriptor for image classification. It is based on k-Nearest Neighbor classification
of image descriptors, so that a test image is compared to whole training classes,
not on an image-per-image basis.

3.3 Nearest Neighbor classification of local features

A major assumption behind the proposed image-based classifier is that local
image features convey class-related meaning. That is, there is a distribution
of image classes in the local feature space (384-dimensional space for cSIFT
features). This distribution can be estimated, and allows for the classification of
local features of a test image.

A suitable method of estimating the class distribution is k-Nearest Neighbors
(k-NN). For each local features of a test image, the k closest features from the
training set are found using a space metric (Lp norm is a common choice, with
p = 1 or p = 2). An estimated class of a test feature is obtained by, for instance,
a majority vote between classes of k closest training features.

Unfortunately, an exact k-NN method is infeasible with the amount of fea-
tures in the training set (200,000,000 for F-Secure dataset). The feature dimen-
sionality of 384 makes approximate nearest neighbor computations ineffective
as well [53]. Thus a reduced version of k-NN method is used, where all features
of the training set are represented by their smaller representative subset. Sam-
ples of that subset are called centroids, as they are often found as centroids
of a k-means clustering algorithm with a large number of clusters. These cen-
troids with corresponding classes store the information about class distribution
in the local feature space. In practice, centroids can be selected randomly from a
dataset. The effect of k-means versus random selection, and the optimal number
of centroids are discussed in the Experiments section 4.1.

Given a smaller set of centroids, it is feasible to find the closest k centroids
of each class for each local feature of a test image, with corresponding distances.
Then for each class, distances to the closest centroids are pooled together for
all the local features of an image. Three parameters are extracted per class:
the smallest distance, the average distance and the standard deviation of all
distances. It produces 20 classes * 3 parameters = 60 numbers. These 60 numbers
create an image representation vector, which has the same dimensionality for
images of any shape and with any number of local features. Feature vectors of
images are used in general purpose OP-ELM classifiers, as explained in the next
section.

3.4 Optimally Pruned ELM for image and website classification

The previous step provides labels for particular local features, and image labels
can be inferred from them by a simple majority vote. But such approach discards
possible interactions between classes, and the effect of an uneven number of



training samples per class. Also, an increased tolerance against False Positive
predictions is desired for the specific problem, even at the cost of decreased
coverage. All these constraints are satisfied by a general classifier algorithm.
The algorithm of choice in the article is a modification of an Extreme Learning
Machine.

An Extreme Learning Machine (ELM) is a batch training method for a
Single Layer Feed-forward Neural network (SLFN). It was initially proposed by
Guang-Bin Huang in [24, 23], and is proven to be a universal approximator [22].
An ELM network is trained in two steps. First, weights and biases of the input-
to-hidden layer are initialized randomly. Then input samples are projected to the
hidden layer using these random weights, and a non-linear function is applied to
the hidden layer outputs. Second, the hidden-to-output weights are found from a
linear equation system between hidden layer data representation and the corre-
sponding target outputs. The solution of such over- or under-determined linear
system in a general case (where number of hidden neurons may not be equal to
the number of samples) is obtained with an ordinary least squares method. Such
solution for a back-propagation Multilayer Perceptron [20] is impossible because
of the dependence between input-to-hidden and hidden-to-output layer weights;
thus a back-propagation MLP uses iterative gradient descend method. Ordinary
least squares solution is several orders of magnitude faster, with a comparable
accuracy [33], and has the only parameter to tune: a number of hidden nodes.

A formal description of ELM is following. Consider a set of M distinct train-
ing samples (xi,yi), i ∈ J1,MK with xi ∈ Rd1 and yi ∈ Rd2 . Then a SLFN with
N hidden neurons has the following output equation:

N∑
i=1

βiϕ(wixj + bi), j ∈ J1,MK,
with ϕ being the activation function (a hyperbolic tangent is a common

choice, but a mixture of non-linear and linear activation functions is possible),
wi the input weights, bi the biases and βi the output weights.

In case where the SLFN perfectly approximates the data, the relation between
inputs xi of the network, target outputs yi and estimated outputs ŷi is:

N∑
i=1

βiϕ(wixj + bi) = ŷi = yi, j ∈ J1,MK,
which writes compactly as Hβ = Y, with

H =

 ϕ(w1x1 + b1) · · · ϕ(wNx1 + bN )
...

. . .
...

ϕ(w1xM + b1) · · · ϕ(wNxM + bN )

 ,

β =
(
βT
1 · · ·βT

N

)T
, Y =

(
yT
1 · · ·yT

M

)T
.



The general case solution for the output weights β with under- or over-
determined linear system and imperfect approximation is achieved through the
Moore-Penrose generalized inverse [42] of the matrix H, denoted as H†. This
solution minimizes the L2-norm of the approximation error.

β = H†Y

Ŷ = Hβ = HH†Y

Optimally Pruned ELM (OP-ELM) [33] is an extension of the ELM method,
which adds selection of hidden neurons. In practice, any regularized or pruned
versions of ELM are desired because they counter possible negative effect of
random initialization, which may create hidden nodes with outputs irrelevant
to the task. OP-ELM is one of such methods, and it is used in the proposed
methodology.

Optimal pruning is done after the second stage of ELM learning (solving a
linear system). It is based on a Multi-Response Sparse Regression algorithm [43],
which provides ranking of linear model input variables with respect to multiple
outputs, from most to least useful ones. The selection of the best number of
most useful neurons uses a Leave-One-Out (LOO) estimator of the generaliza-
tion error, conveniently calculated with PRESS statistics formula [40]. Only the
selected number of most useful neurons is retained, the rest hidden nodes are
discarded. The procedure reduces noise effect from random initialization, slightly
improving prediction quality but greatly improving stability of predictions be-
tween different initializations and reducing over-fitting from a too large number
of hidden nodes. It also effectively removes the ”number of hidden neurons”
model parameter, as any number large enough will suffice. See [33] and [34] for
more details.

3.5 Combining image predictions to website

The OP-ELM classifier provides prediction for single images. For website classi-
fication, these predictions are combined together. Another goal is a multi-label
website classification, because the target labels are not mutually exclusive — for
instance, the same website can belong to ”Spirits” and ”Cigarette” classes.

The combination uses a fact that most of the 20 classes will be negative for
a given website. The image classifier can predict all negative classes (if website
images are non-informative), or one or more classes can be predicted as positive.
Per-image prediction of a positive class may vary, and will always have the top
confidence (ELM output) value. However, among all website images, predictions
for a positive class have a significantly higher average value than predictions for
a negative class. This significance level is evaluated formally with a t-test.

An example is shown on Figure 6. Frame (A) shows classifier outputs for a
website with 5 images, and 3 possible classes. The exact output values are in
part random, so a normal distribution can be fit to them, as on frame (B). If



one class is positive, then a normal distribution fitted to that class will have
significantly higher mean than a normal distribution fitted to all other classes,
as on frame (C). The frame (D) shows a fitted distribution of a negative class,
which does not have a significantly higher mean value.
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Fig. 6: Example of using t-test from multi-label classification of a website, with
5 images and 3 classes (red, green and blue). A) Classifier outputs for all images
and all classes (small y-axis variation added for visibility). B) All outputs can
be approximated by a single Gaussian distribution. C) Example of a positive
class (blue) for a website - a normal distribution fitted to the blue samples has
significantly higher mean than a normal distribution fitted to all except blue
samples. D) Example of a negative class (red) for a website.

The t-test makes a parametric website classifier, because minimum thresholds
between global mean and particular class means must be found for multi-label
classification (see Figure 6, C). A simplified classifier is obtained by another OP-
ELM, which uses mean and standard deviation of samples of each class as inputs.
One additional useful input is the number of images in a website, which gives



41 input features in total. Using mean and standard deviation values imply the
normality of data distribution, and gives a similar method to t-test; but all inner
parameters are evaluated automatically from the training set. For a multi-label
classification, only threshold on the OP-ELM outputs is to be evaluated; and
for a simpler multi-class classification there are no parameters at all, because
the largest output is taken as the predicted class. Such simplified multi-class
classifier is used in the experiments.

4 Experiments and Results

4.1 Selecting a number of centroids

Image classifier is based on a class distribution in the local feature space. Due
to infeasibility of an exact k-NN, only a subset of all training local features
is used; samples in this subset are called centroids. Centroids can be selected
randomly, or taken as centroids of k-means clustering with a high number of
clusters. Centroids need to have class; this can be a class of an image they are
taken from (for random centroids), or it is selected with a majority vote among
k-Nearest Neighbors from training local features. A comparison between random
and k-means centroids, with different centroids classification methods, is given
on Figure 7. For the experiment, images from the Caltech-101 dataset are used
because classes of Caltech are well-defined and certain.

As figure shows, local feature classification performance grows for both train-
ing and validation set as the number of centroids increases. It is probably limited
by an exact Nearest Neighbor approach, which is computationally infeasible ex-
cept for toy data. Among centroids selection method, k-means outperforms ran-
dom selection on the training set, but on a validation set the accuracy with
k-means grows slower for large numbers of centroids. Taking into account a sig-
nificant computational cost of obtaining k-means centroids even on the given toy
example with 53000 training local features (not to mention the 200,000,000 lo-
cal features of the realistic web images dataset), the random sampling centroids
selection method is chosen.

The best method for centroids classification also depends on the experiment
scale. At less than 4000 centroids, re-calculating the class of centroids with a
majority vote between k-NN of a training set improves accuracy. Larger values
of k (k = 201 on the figure) provide better accuracy than smaller values (k = 3 or
k = 1). This approach is often used in conjunction with bag-of-visual-words and
SVM classification in the literature [2]. However, the best classification accuracy
is reached with a high number of randomly selected centroids, using original
classes of corresponding local features. The original centroids’ classes and a high
number of randomly chosen centroids are therefore used in the experiments.

4.2 Classification results

The experiments are performed on a large dataset of images and websites, pro-
vided by F-Secure Corp., with 20 target classes (19 offensive and one benign,
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Fig. 7: Classification accuracy of each local image feature, for a training set (A)
and a validation set (B), using 1-NN on a set of centroids. Solid lines correspond
to randomly chosen centroids, dashed lines to centroids obtained by a k-means
algorithm (initialized by the same randomly chosen centroids). Dark blue label
correspond to original class of local features, which are chosen to be centroids.
Other colors correspond to centroids, classes of whose are obtained by the ma-
jority vote between k-NN on all local features from the training set, values of k
shown on the legend. Dataset used is 20 classes of Caltech-101 with 5 images for
training and validation, around 53000 training local features in total.



called ”Unknown”). For each run, 2000 images per class (40000 total) and 200
websites per class (4000 total) are selected for training, and 10000 images per
class (200000 total) and 1000 websites per class (20000) for validation. Images
and websites are split randomly into training and validation set; the ”Racism
white” class has less validation images and websites due to a smaller amount of
available data. All experiments are performed 10 times, and averaged results are
reported.

Centroids are selected randomly from the available image descriptors. There
are 220 centroids in total, equal amount from each class (roughly 53000 per
class). Prediction accuracy is tested with different amount of centroids, and a
smaller set of centroids is always a subset of larger ones. The maximum number
of centroids 220 is limited by the computational complexity of processing the
dataset (more than 10,000 core * hours for the given number of centroids), and
the practical limitation on runtime for website class predictions at F-Secure
Corp. (target runtime is less than one minute per website).

The final results for image and website classification are presented on Fig-
ure 8. Classification performance grows steadily as the number of centroids in-
creases, possibly reaching the maximum with an exact k-NN (all training local
features are centroids). The benign class is especially hard to predict, because it
includes all possible images except from the other 19 offensive classes, and thus
has a high intro-class variability. Mis-predicting a benign website as an offensive
is effectively a False Positive in the website classification methodology, because
it will deny access to a good website and can make a user unhappy about the
web filtering tool.

4.3 Classification analysis

Confusion matrices of the best experimental setup for website and image clas-
sification are shown on Figure 9. Image classification performance is good for
per-image prediction, but it becomes even better when images from one website
are processed together by another ELM. For image classification, some classes
like benign (”Unknown”) and ”Prescription drugs” get 1%-5% of samples mis-
classified as other classes. Combining image predictions to websites reduces these
errors.

One of the major mis-classification are ”Unknown” images predicted as ”Adult”
(5.2%). These images are checked — several of them are really adult ones (maybe
from advertising on websites related to adult), the others are shown on Fig-
ure 10 (A). The system could indeed match some parts of these images to parts
of images of the ”Adult” class to make mis-classification. A case of minor mis-
classification of ”Cigarette” images as ”Adult” is checked for another example
(Figure 10, B).
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Fig. 8: Website, image and benign websites classification accuracy for the F-
Secure Corp. dataset. Number of centroids is given on a logarithmic scale, from
256 to 220. Images and websites accuracy is averaged over all 20 classes; results
are for validation. Random guessing accuracy is 5%.

4.4 Runtime

With a high amount of centroids, time of calculating the distances between im-
age descriptors and all centroids dominates the program runtime. With 384 fea-
tures in image descriptors, approximate nearest neighbor methods do not work
(they are ineffective for more than 20 features in the data [53]). An average
image has 300 local features. The build-in Python language function (cdist()
from scipy.spatial.distance module) computes distances between 300 local
features and 1050000 centroids in 155 seconds. A custom C language implemen-
tation, which uses the 8-bit integer numbers (features are represented as 8-bit
integers) and runs in parallel on a quad-core i7 CPU, finishes in 17 seconds. Even
faster implementation is possible with accelerators like GPU cards. Finding clos-
est k centroids is a fast task without full sorting (see partition() function in
numpy Python module). Extracting local features from an image takes on average
between 1 and 5 seconds. Computational time of distance calculation is linear
in the number of centroids.



96.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.5

0.0

0.0

0.2

0.0

0.0

0.2

0.3

0.0

0.8

0.0

98.8

0.0

0.0

0.0

0.0

0.0

0.0

0.2

0.0

0.2

0.0

0.2

0.2

0.0

0.0

0.5

0.0

0.0

0.2

1.0

0.0

96.0

0.7

0.3

0.2

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.7

0.5

0.0

0.3

0.2

0.3

0.2

1.3

99.2

1.2

0.2

0.2

0.0

0.7

0.0

1.3

0.0

0.2

0.0

0.0

0.2

0.2

0.2

0.2

0.2

0.0

0.3

0.0

0.0

97.5

0.0

0.0

0.3

0.0

0.0

0.2

0.0

0.0

0.2

0.0

0.0

0.0

0.0

0.0

0.3

0.0

0.0

0.0

0.0

0.0

97.5

0.0

0.0

0.0

0.0

0.0

0.0

0.7

0.5

0.0

0.0

0.0

0.8

0.0

0.5

0.2

0.0

0.0

0.0

0.7

0.0

99.0

0.0

0.2

0.0

0.3

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.3

0.0

95.0

0.0

0.2

0.3

0.0

1.2

0.0

0.0

0.0

0.0

0.3

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.3

0.2

96.8

0.0

0.7

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.5

0.0

0.0

0.0

0.0

0.2

0.0

0.0

0.0

0.0

99.2

0.3

0.0

0.0

0.2

0.2

0.0

0.0

0.0

0.0

0.0

0.2

0.0

0.3

0.2

0.2

0.2

0.0

0.2

1.0

0.2

94.3

0.0

0.8

0.2

0.0

0.0

0.0

0.3

0.3

0.5

0.0

0.0

0.0

0.0

0.0

0.2

0.0

0.5

0.0

0.0

0.2

97.8

2.2

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.3

0.0

0.0

0.0

0.0

0.2

0.0

2.8

0.2

0.0

0.0

2.2

93.5

0.5

0.0

0.0

0.3

0.0

0.0

0.0

0.2

0.0

0.0

0.0

0.0

0.2

0.0

0.8

0.2

0.2

0.0

0.0

0.3

97.7

0.0

0.0

0.0

1.0

0.0

0.3

0.0

0.2

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.5

0.0

0.0

0.0

99.5

0.0

0.5

0.0

0.0

0.3

0.2

0.2

2.2

0.0

0.0

0.2

0.2

0.0

0.2

0.0

0.0

0.0

0.2

0.0

0.0

98.8

0.0

0.2

0.2

0.8

0.2

0.0

0.0

0.0

0.0

0.2

0.3

0.0

0.0

0.0

0.3

0.0

0.0

0.2

0.2

0.0

97.8

0.3

0.0

0.3

0.7

0.0

0.0

0.0

0.0

0.7

0.0

0.0

0.3

0.0

0.0

0.0

0.0

0.3

0.0

0.2

0.0

93.0

0.8

0.2

0.5

0.2

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.2

0.0

0.3

0.0

0.2

0.2

0.0

3.5

98.2

0.7

0.3

0.2

0.2

0.0

0.0

0.2

0.0

0.2

0.3

0.3

0.7

0.0

0.5

0.0

0.0

0.0

0.0

0.0

0.0

94.2

Website classification results with ELM (avg over 10 runs), mean accuracy = 96.99%

Predicted class

T
ru

e 
cl

as
s

Adl Beer Csn Cgt Cgr Cul Dat Jew Mar Occ Pdr Rwh Rgr Rlg Spi Spr Vlc WpnWine Unk

Adult_en

Beer

Casino

Cigaret

Cigar

Cults

Dating

Jew_rel

Marijuan

Occults

Pres_grup

Racism_wh

Racism_drug

Religion

Spirits

Sport_bet

Violence

Weapon

Wine

Unknown

81.9

1.9

1.3

0.4

1.4

2.0

2.9

0.7

2.4

0.8

3.5

0.3

2.1

1.5

1.2

0.6

1.6

5.2

2.1

5.3

0.9

83.2

0.7

0.2

0.7

0.7

0.4

0.4

0.8

0.3

1.2

0.0

0.5

0.8

0.8

0.4

0.9

1.1

0.7

1.3

1.1

1.0

79.1

0.8

1.1

0.8

0.7

0.6

1.1

0.4

2.0

0.1

0.7

0.8

0.8

2.0

1.5

1.5

1.2

2.0

0.3

0.5

1.0

93.2

1.2

0.4

0.4

0.3

0.7

0.2

1.5

0.1

0.4

0.4

0.6

0.6

0.9

0.6

0.6

0.9

0.8

0.8

0.8

0.4

84.6

0.5

0.5

0.5

0.7

0.3

1.5

0.1

0.5

0.4

0.7

0.4

1.1

0.9

0.8

1.2

1.1

0.7

0.8

0.2

0.5

85.5

0.6

0.5

0.9

0.2

1.4

0.2

1.1

1.1

0.7

0.5

0.7

1.7

0.9

1.6

0.6

0.4

0.6

0.4

0.6

0.4

86.1

0.2

0.5

0.2

0.9

0.2

0.3

0.3

0.4

0.4

0.4

0.8

0.9

0.8

0.3

0.3

0.4

0.1

0.3

0.4

0.2

87.2

0.3

0.1

0.6

0.7

1.9

0.9

0.3

0.2

0.4

0.7

0.4

0.6

1.3

1.0

1.0

0.3

0.7

0.8

0.7

0.5

79.9

0.4

2.9

0.2

0.7

0.6

0.9

0.6

1.2

1.7

1.2

2.3

0.2

0.3

0.5

0.1

0.3

0.3

0.3

0.2

0.4

93.7

0.9

0.3

0.3

0.3

0.4

0.4

0.4

0.5

0.4

0.8

1.5

1.7

2.2

0.8

1.6

1.3

1.3

1.1

3.2

0.7

67.2

0.2

1.6

1.2

1.7

1.5

2.4

2.2

2.0

4.0

0.3

0.4

0.6

0.2

0.4

0.6

0.3

1.0

0.5

0.2

0.9

93.3

3.9

0.6

0.4

0.3

0.6

0.7

0.5

0.9

0.6

0.4

0.5

0.2

0.3

0.5

0.4

2.1

0.5

0.1

0.9

3.4

79.4

1.1

0.4

0.3

0.4

0.9

0.5

1.0

0.8

0.7

0.8

0.3

0.5

1.1

0.6

1.4

0.7

0.3

1.2

0.2

1.6

85.1

0.6

0.7

0.7

1.7

0.7

1.5

1.1

1.9

1.4

0.5

1.4

0.7

0.8

0.6

1.5

0.5

2.6

0.1

0.8

0.7

84.8

0.9

2.9

1.6

1.2

2.6

0.4

0.5

3.2

0.4

0.5

0.6

0.5

0.4

0.7

0.2

1.4

0.1

0.6

0.7

0.7

86.4

0.9

1.7

0.8

1.5

1.3

1.3

1.3

0.5

1.2

0.8

0.8

0.5

1.2

0.4

2.7

0.2

0.9

0.7

1.7

0.8

79.7

1.6

1.1

2.3

2.4

0.9

1.1

0.3

0.6

1.0

0.7

0.8

1.4

0.3

1.8

0.1

1.0

1.1

0.8

1.3

1.0

68.7

2.2

2.5

0.9

0.8

1.1

0.3

0.9

0.6

1.0

0.4

0.8

0.3

1.7

0.1

0.7

0.5

0.7

0.6

0.9

3.8

80.4

1.8

2.1

1.3

1.5

0.3

1.0

1.1

0.8

0.7

2.0

0.5

3.2

0.1

1.0

1.0

1.2

1.0

1.4

2.5

1.5

65.0

Image classification results with ELM (avg over 10 runs), mean accuracy = 82.21%
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Fig. 9: Confusion matrices for websites and images for the F-Secure Corp. dataset
with 220 centroids. Numbers are percentages, averaged over 10 runs for validation
data. Enhancing particular images’ predictions into website classes enhances the
accuracy.
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Fig. 10: Some of the images from benign websites (A) and cigarette websites (B),
predicted as ”Adult”.

5 Conclusion

The paper proposes a website classification methodology, which is based on image
content only. Such method is independent of the language, benefits from having
multiple images in a single website, and extends easily to new classes.

It starts from detecting local features in images and calculating their descrip-
tors. Then a number of centroid descriptors are chosen randomly from images of
each class. The k closest centroids are found for all descriptors of training and
test images, and image representations are built. An OP-ELM image classifier is
trained with representations of training images. Predictions of this classifier for
images of each training website are used to get features for the next OP-ELM
website classifier. Classes of images from a test website are predicted with the
first classifier, then website features are build and used to obtain the website
class predictions from the second classifier.

A major challenge is to deal with large data volumes, both in methodology
and programming. It is solved successfully by the proposed modified version
of k-NN classifier and a special image representation. This method is easily to
parallelize and extend to new classes. The prediction accuracy comes from an
OP-ELM image classifier, a fast and accurate method suitable for large datasets
processing. It is non-parametric, very fast for prediction and fast for re-training if
any classes should be added or removed from the system. The second stage OP-
ELM predicts classes of websites as a whole, which gives a significantly higher
prediction accuracy compared to images. Another benefit of using OP-ELM is
the ease of incorporating additional input information like a number of images in
a website. The proposed methodology is suitable for other Image Classification
tasks and the major contribution of this paper comes from the cascade of mod-



els that is used. Using a cascade of models (modified k-NN classifier and two
OP-ELM classifiers) allows optimizing the ratio Performance/(Computational
Time). It is possible for the users to modify this ratio in order to give more im-
portance to the Performance or the Computational Time. Both OP-ELM clas-
sifiers are very efficient, very fast and can be tuned easily. The modified k-NN
classifier can be tuned in order to reduce drastically the computational time.

The website classification method will be deployed for predicting real incom-
ing data, in collaboration with F-Secure Corp. The next development step is
to minimize the amount of False Positive predictions with a trade-off between
False Positives and coverage, which is important for practical purposes of using
website predictions in a web content filtering software.
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