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ABSTRACT

In I/Q processing receivers, matching the ampli tudes and
phases of the I- and Q-branches is of major concern. In
practise, matching can never be perfect in the analog
front-end which results in insuff icient rejection of the
image frequency band. As a consequence, the desired
channel signal is interfered by up to 50-100 dB stronger
image signal and some kind of imbalance compensation is
needed. In this paper, the interference due to imbalancing
is modelled by instantaneous linear mixing model and the
compensation is carried out by a blind source separation
(BSS) method. The effects of symbol timing errors on
EASI algorithm based compensation structure are
analyzed both analytically and through computer
simulations. The obtained results indicate that timing
errors degrade the performance of the proposed method.
The effects of timing errors can, however, be reduced with
proper selection of non-linearity in the EASI algorithm.

1. INTRODUCTION

The principle of I/Q signal processing is widely utili zed in
all kinds of communication transceivers. Especially in the
receiver side, the use of I/Q processing can simplify the
receiver implementation considerably. For example, the so
called low-IF and direct-conversion architectures both use
I/Q downconversion to demodulate the signal from RF
frequencies closer to baseband [1][2].

When the I- and Q-branches are perfectly matched, the
image signal band is completely attenuated by the I/Q
processing [1]. In practical implementations, however, the
matching of the I- and Q-branches can never be perfect
[1][2]. As a consequence, the image band rejection pro-
vided by the I/Q processing is finite and the desired chan-
nel signal is interfered by the image signal. With current
analog circuit design, phase imbalance of 1-2° and am-
plitude imbalance of 1-2% are realistic resulting in 30-40
dB attenuation of the image signal [1][2].

                                                          
This work was carried out in the project "Analog and Digital Signal
Processing Techniques for Highly Integrated Transceivers" supported by
the Academy of Finland.

In receiver structures using non-zero IF frequency, the
image signal can be originally up to 50-100 dB stronger
than the desired signal. This being the case, the attenua-
tion provided by the I/Q processing alone is clearly
insufficient and some kind of compensation is needed.
Both analog and digital compensation techniques have
been presented in the literature, see, e.g., [1]-[8]. In this
paper, we propose a BSS based method for I/Q imbalance
compensation. The problem is modelled as linear instanta-
neous mixing system and equivariant EASI [9] algorithm
is employed in cancelling the interference. The method
provides sufficient compensation behaviour with very few
assumptions. It is expected, however, that symbol timing
errors degrade the compensation performance. For this
reason, the effects of timing errors on EASI algorithm
based compensation structure are analyzed in detail .
Eventhough the approach here is application specific, the
results are directly applicable for analysing the effects of
timing errors and other linear transformations on EASI
algorithm in any source separation problem.

The paper is organized as follows. Section 2 presents the
baseband signal model for analysing the imbalance
effects. Also, the concept of blind source separation based
imbalance compensation is considered. In Section 3, theo-
retical analysis of the effects of symbol timing errors on
EASI algorithm based compensation structure is carried
out. In Section 4, simulation results are provided to verify
the theoretical analysis and conclusions are drawn in
Section 5.

2. EASI ALGORITHM BASED
IMBALANCE COMPENSATION

2.1 The Basic Signal Model

For the purpose of analysis, we model the whole
imbalance between the I- and Q-branches as an imbal-
anced quadrature mixer [3] with local oscill ator (LO)
signal ( ) ( )φωω +−= tjgttx LOLOLO sincos)( , where g and

φ represent the ampli tude and phase imbalances, respec-
tively. The local oscill ator signal can also be written as
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Figure 1. A frequency-domain ill ustration of the effects of I/Q
imbalance. The desired channel signal (grey) is strongly
interfered by the image signal (cross-hatched).
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where the imbalance coefficients 1K  and 2K  are given by

2/)1(1
φjgeK −+=  and 2/)1(2

φjgeK −= . (2)

As a model, the received signal r(t) is quadrature mixed
with the local oscill ator signal xLO(t). Due to imbalances,
K2 is not identical to zero and two frequency translations
instead of one will t ake place. This results in a mixer
output signal rMIX(t) where the image signal appears as
interference on top of the desired signal. This effect is
ill ustrated in frequency-domain in Fig. 1 where the IF
frequency ωIF is selected to be half of the channel spacing.

To compensate the effects of imbalance, signal compo-
nents around both the negative and positive IF frequencies
can be used [3][4]. This results in two baseband
observations d(n) and v(n) of the form

)()()( *
21 niKnsKnd += , (3)

)()()( **
1

*
2 niKnsKnv += , (4)

where s(n) and i(n) are the baseband equivalent desired
channel and image band signals, respectively. For a
detailed derivation and motivation for the signals in Eqs.
(3) and (4), see [3][4].

2.2 Source Separation Based Compensation

Assuming that the receiver imbalance properties do not
depend on frequency, the imbalance coefficients K1 and
K2 in Eq. (2) are also frequency independent. Then, the
effects of imbalances can be modelled as instantaneous
signal mixtures as given by Eqs. (3) and (4). Furthermore,
s(n) and i(n) can be assumed to be mutually independent
and a blind source separation algorithm operating on d(n)
and v(n) can be used for imbalance compensation.

To fit the signal model of Eqs. (3) and (4) into the general
source separation formulation, we can write it in terms of
unit variance source signals as

)()( nn Asx = , (5)

where

[ ]Tnvndn )()()( =x  and [ ]Tnsnsn )()()( 21=s . (6)

The unit variance source signals s1(n) and s2(n) of Eq. (6)
are given by

SPnsns /)()(1 =  and IPnins /)()( *
2 = , (7)

where PX = E( |x(n)|2) denotes the power of x(n), in
general. This notation is used throughout this paper. The
mixing matrix A in Eq. (5) is then given by









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
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IS

IS
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21
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Given the observation vector x(n), adaptive estimation of
the source signals s1(n) and s2(n) of Eq. (7) is in general
given by another matrix multiplication as

,)()(

)()()(

nn

nnn

sC

xBy

=
=

(9)

where the total equivalent system C(n) = B(n)A. Since the
sources are usually assumed to be statistically independ-
ent, the separating matrix B(n) can be adapted to minimize
a measure of mutual dependence between the separator
output signals [9]-[12].

The family of EASI algorithms [9][10] update the
separating matrix B(n) of Eq. (9) serially as

( )( ) )()()()1( nnnn ByHIB λ−=+ , (10)

where λ(n) is the adaptation step-size. The matrix-valued
function H(.) in Eq. (10) is of the form

HHH )()()( yyfyyfIyyyH −+−= , (11)

where f(.) is any non-linear function operating
component-wise on its argument. In general, the
separation performance of the EASI algorithms is
independent of the actual mixing matrix [9][10]. This is
usually referred to as the equivariance property.

2.3 Receiver Structure

A generalized receiver structure utilizing the concept of
source separation based imbalance compensation is
presented in Fig. 2. In order to generate the needed
observations d(n) and v(n) for the separation algorithm,
the sampled IF signal is divided into two branches and

394



signal components around both the negative and positive
IF frequencies are used. The general sampling rate
requirements are defined by the selected IF frequency.
After the digital FIR filters of Fig. 2, decimation to
symbol rate samples is, however, always possible. With
proper selection of IF frequency, the image band signal is
also another signal band and two actual user signals can
be estimated as y1(n) and y2

*(n).
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Figure 2. A simpli fied block-diagram of the blind source
separation based I/Q imbalance compensation scheme.

3. SYMBOL TIMING ERROR ANALYSIS

3.1 Performance Measure

The separation performance is usully measured in terms of
signal-to-interference ratios (SIR) at the separator output
signals. Based on Eq. (9) and the assumption of unit-
variance source signals, these can now be defined as

)(

)(
2

2

ij

ii
ij

CE

CE
SIR = . (12)

With realistic adaptation step-size, the steady-state value
of E( |Cii|

2) is practically equal to unity. This leads to the
definition used in [9].

The general performance analysis for the EASI algorithm
is given in [9]. For convenience, the steady-state solution
is reproduced here as
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where
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The non-linear moments iκ , iµ  and iγ  in Eqs. (13)-(15)

depend on the original source distibutions as well as on
the non-linear functions )( ii yf  used in the adaptation.

Clearly, Eq. (13) presents a performance bound of λ/4

for identical source distributions. For simplicity, we
assume that a simple cubic non-linearity [9][11] of the

form 
2

)( iiii yyyf =  is used henceforth. Then, the non-

linear moments iκ , iµ  and iγ  can be written as [5][9]

)(2
4

ii sE−=κ , (16)

246
))(()( iii sEsE −=γ , (17)

)(
4

ii sE=µ . (18)

Assuming ideal symbol rate sampling and QPSK sources,
it was demonstrated in [5] that the upper bound of λ/4
can  be reached using the given cubic non-linearity. This,
however, is not the case in the presence of timing errors.

3.2 Linear Model for Timing Errors

A linearly modulated communication signal X(t) corre-
sponding to a symbol sequence x(n) is in general given by

∑ −=
k

kTtpkxtX )()()( , (19)

where T denotes the symbol interval and p(t) is the total
equivalent pulse-shape representing the effects of the
transmit and receive filters and the channel [13]. Then,
symbol rate sampling with timing error τ yields

∑ −=

+=

k
knpkx

nTXnx

,)()(

)()(~ τ
(20)

where )()( τ+= nTpnp . Based on this, the effective

source signals for the desired user and the interferer with
timing errors 1τ  and 2τ , respectively, are now given by

∑ −=
k

knpksns )()()(~
1 , (21)

∑ −=
k

knpkini )()()(
~

2 , (22)

where )()( iii nTpnp τ+= , i = 1, 2. Then, the effective

baseband equivalent model can be written as

)(
~

)(~)(
~ *

21 niKnsKnd += , (23)

)(
~

)(~)(~ **
1

*
2 niKnsKnv += . (24)

Assuming that the desired user and interferer symbol
streams s(n) and i(n) are i.i.d. sequences, the powers of

)(~ ns  and )(
~

ni  are given by

SPGnsE 1

2
))(~( = , (25)

IPGniE 2

2
))(

~
( = , (26)
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where ∑=
k ii kpG

2
)( , i = 1, 2. Then, the corresponding

unit variance source signals can be written as

,)(~)()(~ ∑ −=
k iii knpksns (27)

where 111 /)()(~ Gnpnp = , 2
*
22 /)()(~ Gnpnp = and s i (n)

are given by Eq. (7), i = 1, 2. As a result, we can write the
signal model of Eqs. (23) and (24) in terms of the
effective unit variance source signals )(~

1 ns  and )(~
2 ns  as
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3.3 Statistical Analysis

To analyze the effects of timing errors, we first obtain a
proper statistical characterization in terms of fourth and
sixth order moments of the source signals of Eq. (28). In
the analysis, unit variance symbol sequences s1(n) and
s2(n) are assumed to be QPSK modulated, zero mean, i.i.d.
sequences that are independent of each other. Also, all the
symbols are assumed to be equally probable, so

0)()()(
232 === iiii ssEsEsE . (29)

Based on Eq. (27), the above circularity properties hold
also for the effective source signals )(~ nsi . Using the well-

known moment-to-cumulant formula [14], the fourth order

cumulant iC ,4

~
 of )(~ nsi  can then be written at zero lag as

2))(~(

)))(~((2))(~(
~

4

224
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nsE

nsEnsEC
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iii
(30)

As a result of Eq. (27), iC ,4

~
 can also be written as

∑∑ −==
k ik iii kpkpCC

44

,4,4 )(~)(~~
, (31)

where 1,4 −=iC  is the fourth order cumulant of )(nsi  at

zero lag [14]. Eqs. (30) and (31) can then be solved for the
fourth order moment of )(~ nsi  to yield

∑−=
k ii kpnsE

44
)(~2))(~( . (32)

To derive an expression for the corresponding sixth order
moment of )(~ nsi , we can again utili ze the moment-to-

cumulant formula combined with the circularity properties

and write the sixth order cumulant iC ,6

~
 at zero lag as

.)))(~((12

))(~())(~(9))(~(
~

32
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The result of Eq. (33) can be simplified to yield

.12))(~(9))(~(
~ 46

,6 +−= nsEnsEC iii (34)

Based on Eq. (27), iC ,6

~
 can also be written as

∑∑ ==
k ik iii kpkpCC

66

,6,6 )(~4)(~~
, (35)

where 4,6 =iC  is the sixth order cumulant of )(nsi  at

zero lag. Then, we can combine the results of Eqs. (32)-
(35) and write the sixth order moment of )(~ nsi  as

∑∑ −+=
k ik ii kpkpnsE

466
)(~96)(~4))(~( . (36)

Finally, the results of Eqs. (32) and (36) can be used to
calculate the moments of Eqs. (16)-(18) for )(~ nsi , and

further, to evaluate the effects of timing errors on the
separation performance. Eventhough the analysis was
carried out for QPSK signals, the previous calculations are
generic in the sense that only the values of C4,i and C6,i are
modulation specific. For example, the results are as such
directly applicable to any complex PSK signals and with
minor modifications, also to the complex QAM signals.
Since the effects of also other linear transformations on
the EASI algorithm can be analyzed in a similar manner
as the timing errors, the results are of general importance.
Numerical il lustrations as well as results of example
simulations are given in Section 4.

4. ANALYTICAL AND SIMULATED
RESULTS

In the il lustrations, QPSK modulation and raised-cosine
pulse-shapes )(tpi  are used with a typical roll-off factor

of 0.35. The cubic non-linearity is used in most of the
cases while also a more robust non-linear function is
examined. In the simulations, imbalance values of g =
1.02 and φ = 2° are used representing a realistic analog
front-end design. The original SIR defined as the power
ratio IS PP /  between the desired and image band signals

ranges from an extremely difficult case of –80 dB to 0
dB. Values higher than those should be manageable with
the image rejection provided by the I/Q processing alone.
In order to achieve both fast adaptation and adequate
steady-state SIR, the step-size λ is selected to be 0.02 for
the first 1000 samples and 0.002 after that. The total
number of samples used in the simulations is 3000. When
needed, ensemble averaging is carried out through 100
independent trials.

The effects of timing errors on the steady-state SIR
performance are il lustrated in Fig. 3 from the desired user
point of view. Clearly, the cubic non-linearity is sensitive
to the desired signal's timing error τ1. The maximum
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performance degradation is approximately 5 dB. The
corresponding results of example simulations are
presented in Fig. 4 with original SIR = –40 dB. Without
any doubt, the simulation results agree with theory. Notice
that the reference situation of ideal sampling studied in [5]
is obtained from Fig. 3 with τ1 = τ2 = 0. It can be seen that
sufficient image rejection is always obtained when τ1 = 0
regardless of the interferers timing error τ2.

After successful separation of the desired and image
channel signals, the effects of possible symbol timing
errors on the individual user data streams are, as usually,
corrected by symbol synchronization techniques. This,
however, is out of the scope of this paper. As
demonstrated by Fig. 3, the compensation performance is
only slightly dependent on the interferer's timing error τ2.
Consequently, no synchronization between the individual
users is needed. This is, of course, highly desirable from
the whole communication system point of view.

The equivariance property of EASI algorithm is il lustrated
in Fig. 5. As can be seen, the separation performance is
independent of the relative powers of the source signals,
even in the presence of additive noise. For further ill ustra-
tion, one realizations of the total equivalent mixture coef-
ficients Cij are presented in Fig. 6 with original SIR = –40
dB. Since C11 and C12 (C22 and C21) converge in absolute
value to unity and zero, respectively, the recovery of

)(~
1 ns  ( )(~

2 ns ) is successful.

To further reduce the effects of desired user's timing
errors, a more robust non-linearity can be used. Motivated
by the changes in the source statistics, a "hole puncher" -
type of non-linear function of the form

 




 ≤−=

otherwise

yify
yf ii

ii
0

)(
2 α

(37)

is tested. The results of example simulations for α = 0.9
are given in Table I with original SIR = –40 dB. Clearly,
the proposed function is much more robust against the
timing errors than the cubic non-linearity.

5. CONCLUSIONS

The principle of I/Q signal processing is vastly utili zed in
today's radio receivers. When the ampli tudes and phases
of the I- and Q-branches are perfectly matched, the use of
I/Q processing completely attenuates the image band. In
practise, however, imbalances cannot be avoided in the
analog front-end and the image band signal appears as
interference on top of the desired signal. Especially, in
case of non-zero IF frequency, the interfering signal can
be originally 50-100 dB stronger than the desired channel
signal and some kind of compensation is needed.

Here, the effects of imbalances were modelled as instanta-
neous signal mixtures and EASI source separation
algorithm based compensation was considered. Especially,
the effects of timing errors and other possible linear trans-
formations on the separation performance were evaluated
both analytically and through computer simulations. As
evidenced by the obtained results, the "standard" cubic
non-linearity is sensitive to the desired signal's timing
errors. With raised-cosine pulse-shapes, the maximum
performance degradation was shown to be approximately
5 dB. With other kinds of linear transformations, the
effects will be even more drastic. For certain applications,
this can be unacceptable and some other non-linear
function should be used. For this purpose, a more robust
"hole puncher" -type of non-linearity was proposed and its
efficiency was demonstrated by simulations.
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TABLE I
Comparison of cubic and "hole puncher" non-linearities in terms
of simulated steady-state SIR. Interfering signal is ideally
sampled (τ2 = 0). Adaptation step-size λ = 0.02-0.002, no noise.

SIR12 [dB]

τ1 / T cubic "hole puncher"

–1/2 28.4 31.9

–1/4 30.8 32.6

0 32.9 32.8

1/4 30.9 32.5

1/2 28.4 31.8
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