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Assessing the probability of bankruptcy of an enterprise is one of the key issues in a
credit granting decision. Besides analyzing the strategy, personnel etc. of the firm,
the financiers usually perform an analysis of the financial statements using some
mathematical model. The standard approach has been to use a model based on
Linear Discriminant Analysis, but a wide variety of other statistical techniques have
also been proposed. Recently, models utilizing neural networks have been introduced
and compared with the “traditional” techniques.

The importance of the problem has made it something of a benchmark test for differ-
ent models. Usually, in these tests the problem has been reduced to a classification
of companies into healthy and non-healthy ones. There are two characteristics com-
mon to many of the reported studies: they are based on fairly small data sets, and
the proportion of the bankrupt firms is much higher in the data than in the total
population, from which the sample is selected. This makes the results somewhat
difficult to interpret — with small data sets, especially when the results are not cross-
validated, the differences in classifier performance cannot be clearly distinguished
from statistical noise, and with biased sample, one may also get an over-optimistic
view of the classifier performance on the total population.

Another aspect is trying to analyze and understand the bankruptcy phenomenon:
which factors contribute to an increased bankruptcy risk, or how does an increased
risk of bankruptcy manifest itself?

The present study is conducted in co-operation with Finnvera Ltd., a service com-
pany that specializes in financing and development of small and medium-sized en-
terprises in Finland. The material consists of a certain segment of Finnvera Ltd.’s
customer companies.

The study consists of two parts: qualitative analysis and classification. In the qual-
itative phase, the financial statements are analyzed with the Self-Organizing Map
(SOM), which forms a “non-linear regression” from the input space into a plane.
This makes it possible to visually examine the differences between firms that go
bankrupt and those that do not (see figure 107) |1, 2, 3, 4, 5, 6]. New developments
of the SOM are also discussed here, including three-dimensional SOM’s, and a hier-
archical model to analyze the year-to-year trajectories of an enterprise on the SOM
[7, 8,9, 10].

The classification of companies into healthy and non-healthy ones is done in two
different ways: trying to minimize the total number of misclassifications, and using
the Neyman-Pearson criterion, i.e. fixing the type I error (classifying a bankrupt
company erroneously as a healthy company) to a suitable value, and with this con-
straint minimizing the type II error (classifying a healthy company erroneously as a
bankrupt company). In practice, a classifier that is based on the Neyman-Pearson
criterion would be the preferred one: type I error is much more costly than type II
error, but because the proportion of non-bankrupt companies is higher, a classifier
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that minimizes the total number of misclassifications would pay more attention on
minimizing the type II errors.

The classifiers used in the quantitative study are the following: Linear Discriminant
Analysis (LDA), Quadratic Discriminant Analysis (QDA), k-Nearest-Neighbour
Classifier (kNN), Learning Vector Quantization (LVQ), Self-Organizing Map (SOM),
and SOM-based Radial Basis Function Network (RBF-SOM). The modification of
the LV(Q algorithm to incorporate the Neyman-Pearson criterion is an original con-
tribution of this study; the other methods are used in a fairly standard manner. The
classification results are presented in tables 15 and 16 [1, 2, 6].

The results show that the Self-Organizing Map is a valuable tool in the qualita-
tive analysis of the financial statement data. In classification, the LVQ and kNN
classifiers performed best, when the aim was to minimize the total number of mis-
classifications. With the Neyman-Pearson criterion, the LDA classifier reached the
level of the LVQ and kNN, with the SOM classifiers coming close to these.

In the future, the focus will shift from annually given financial statements to more
frequent time series. A first step into this direction has been to analyze parallel sales
time series with Independent Component Analysis (ICA) [11].
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0,25 15,8 (0,8) 26,4 (6,1) 14,7 (1,3)
0,30 13,5  (1,0) 30,5 (6,4) 11,7 (1,6)
SOM 0,20 20,1 (1,9) 19,9  (6,3) 20,1 (2,6)
0,25 16,6  (1,3) 254 (6,7) 15,7 (2,0)
0,30 14,8  (0,4) 30,4 (6,8) 13,2 (0,9)
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Table 16: Classification results when minimizing the total number of misclassifica-

tions (per cent)
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