
Tik-61.3030 Prin
iples of Neural ComputingRaivio, VennaExer
ise 111. The weights of the neurons of a Self-organizing map (SOM) are updated a

ording to the followinglearning rule:
wj(n + 1) = wj(n) + η(n)hj,i(x)(n)(x − wj(n)),where j is the index of the neuron to be updated, η(n) is the learning-rate parameter, hj,i(x) is theneighborhood fun
tion, and i(x) is the index of the winning neuron for the given input ve
tor x.Consider an example where s
alar values are inputted to a SOM 
onsisting of three neurons. Theinitial values of the weights are

w1(0) = 0.5, w2(0) = 1.5, w3(0) = 2.5and the inputs are randomly sele
ted from the set:
X = {0.5, 1.5, 2.0, 2.5, 2.75, 3.0, 3.25, 3.5, 3.75, 4.0, 4.25, 4.5}.The Krone
ker delta fun
tion is used as a neighborhood fun
tion. The learning-rate parameter hasa 
onstant value 0.02. Cal
ulate a few iteration steps with the SOM learning algorithm. Do theweights 
onverge? Assume that some of the initial weight values are so far from the input valuesthat they are never updated. How su
h a situation 
ould be avoided?2. Consider a situation in whi
h s
alar inputs of a one-dimensional SOM are distibuted a

ordingto the probability distribution fun
tion p(x). A stationary state of the SOM is rea
hed when theexpe
ted 
hanges in the weight values be
ome zero:

E[hj,i(x)(x − wj)] = 0What are the stationary weight values in the following 
ases:(a) hj,i(x) is a 
onstant for all j and i(x), and(b) hj,i(x) is the Krone
ker delta fun
tion?3. Assume that the input and weight ve
tors of a SOM 
onsisting of N × N units are d-dimensionaland they are 
ompared by using Eu
lidean metri
. How many multipli
ation and adding operationsare required for �nding the winning neuron. Cal
ulate also how many operations are required inthe updating phase as a fun
tion of the width parameter σ of the neighborhood. Assume then thatof N = 15, d = 64, and σ = 3. Is it 
omputationally more demanding to �nd the winning neuronor update the weights?4. The fun
tion g(yj) denotes a nonlinear fun
tion of the response yj, whi
h is used in the SOMalgorithm as des
ribed in Equation (9.9):
∆wj = ηyjx− g(yj)wj .Dis
uss the impli
ations of what 
ould happen if the 
onstant term in the Taylor series of g(yj) isnonzero. (Haykin, Problem 9.1)


