
T-61.5040 Oppivat mallit ja menetelmätT-61.5040 Learning Models and MethodsPajunen, ViitaniemiExerises 7, 2.3 2007Problem 1. Assume you have two oins, 1 and 2, and you toss eah one n = 20 times.The �rst oin gives y1 = 12 heads and the seond one y2 = 9 heads. The probability ofheads for oin 1 is θ1, and for oin 2 it is θ2.i) Perform Bayesian inferene on θ1 and θ2, assuming that the oins are independent andyour prior for θi is Beta(θi|a, b).ii) Repeat the same, assuming that θ = θ1 = θ2iii) The previous two parts either assumed that the oins have nothing to do with eahother, or they are ompletely idential. Now assume that θi has a prior Beta(θi|a, b), andthe variables a, b have exponential priors Exp(a|1), Exp(b|1). Write the posterior in theform
p(θ1, θ2, a, b|y1, y2) = p(θ1, θ2|a, b, y1, y2)p(a, b|y1, y2)Hint:

Beta(θ|a, b) =
Γ(a + b)

Γ(a)Γ(b)
θa−1(1 − θ)b−1

Bin(y|n, θ) =

(

n

y

)

θy(1 − θ)n−y

Exp(x|λ) = λe−λxProblem 2.Assume that y is Normally distributed with mean θ and variane σ2, both of whihare unknown. Use the Je�reys' prior separately for the unknown parameters, so that
p(µ, σ2) = p(µ)p(σ2).i) Find the full posterior p(µ, σ2|y)ii) Find the onditional posterior p(µ|σ2, y)iii) Integrate µ out from p(µ, σ2|y)Hint: write the integral as C

∫

N(µ|a, b)dµ, whih equals C, sine N(µ|a, b) is a probabilitydistribution.iv) Find the posterior p(µ|y)Hint: a Gamma integral is ∫

∞

0
zk exp(−z)dz and a substitution z = (y−µ)2/2σ2 will giveyou suh an integral.



Problem 3.You have observed x1, . . . , xn from a Normal distribution N(θ1, σ
2) and y1, . . . , ym from

N(θ2, σ
2). The means θ1 and θ2 have a ommon prior N(µ, τ 2) where µ and τ are hy-perparameters. Use priors p(µ) ∝ 1, p(σ2) ∝ σ−2and p(τ 2) ∝ τ−1. Denote all data by

D.i) Find the distributions p(θi|µ, σ, τ, D), i = 1, 2.ii) Find the distribution p(µ|θ1, θ2, σ, τ, D)iii) Find the distribution p(σ2|θ1, θ2, µ, τ, D)iv) Find the distribution p(τ 2|θ1, θ2, µ, σ, D)Hint: You will need one basi result not given in the letures. An inverse-gamma distri-bution IG(z|a, b) has the density IG(z|a, b) ∝ z−(a+1) exp(−b/z). If you have a Normaldistribution N(µ, σ2) where µ is known, and a prior for the variane given by p(σ2) =
IG(σ2|a, b), then using n observations vi and writing v = 1

n

∑

i(vi − µ)2, the posterior for
σ2 is
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.Use this result in parts iii) and iv).Problem 4.(Demonstration.) Assume that you have data y1, . . . , yn where the likelihood is p(yi|θ, σ
2
i ) =

N(yi|θ, σ
2
i ). In other words, eah sample is Normally distributed with mean θ and sample-dependent variane σ2

i . Assume a onstant prior p(θ|σ2
i ) and a prior p(σ2

i ) ∝ σ−7
i exp(−2σ−2

i ).Compute the posterior distribution of θ. Suppose the data is 0, 0, 0, 0, 0, 4: ompare thevalues θ = 0 and θ = 1 using this posterior, and using diretly the likelihood with �xedvariane.


