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Measure for Goodness of Visualization

Starting-point

» We want to map data xg,...,xy € X into a lower
dimensional space x; — y; € Y for visualization.

» Distributions p’ model the neighborhood relations in X i.e.

i

pj := P(x; is the nearest neighbor of x;), j # i.

» Distributions g’ model how the neighborhood relations are
perceived in Y i.e.
i

qj := P(y; looks like the nearest neighbor of y;), j # i.

» Mapping x; — y; is optimal if p' = g/ foralli=1,..., N.
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Measure for Goodness of Visualization

Measuring the difference between p’ and ¢

» Kullback-Leibler (KL) divergence D(p, q) is a standard
information theoretic measure of the difference between two
distributions p, q.

» Assuming that g; > 0 whenever p; > 0, KL divergence can be
defined

pi
D(p,q):= ) _pjlog .
- qj
J
» KL divergence is not symmetric, i.e. it can be that

D(p,q) # D(q,p).
» Should we use D(p, q'), D(q', p’) or both?
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Measure for Goodness of Visualization

Interpretation of D(p’, q')

» Suppose that we are using simple model

P {1/k, x; € Nic(x;)

pj .
] 0, otherwise,

q{ — ax1/r, y; € N (yi)
/ b=0, otherwise,

where Ny (x;) is the set of k nearest neighbors of x;.

» Now

.y 11 11
D(p',q') = > 7 log 1+ > Zlog .
J Y €N (yi),x € Nie(x;) J1yi &N (yi), %€ Nie(xi)
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Measure for Goodness of Visualization

Interpretation of D(p’, q') (continues)

» Now

. 1
D(p',q") = ;(log NTP + log ENMISS)

where Ntp is the number of points in Ni(x;) that are mapped
into N,(y;) (true positives) and Npyss is the number of points
in Ni(x;) that are not mapped into N,(y;) (misses).

» Let b— 0. Then a— 1/r and

o 1 ’
D(p',q") — ;(log ;NTP + coNpmiss)-

Hence D(p', ') N’V”SS when b is small.
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Measure for Goodness of Visualization

Interpretation of D(q', p')

» Suppose that p' = aly, (x) + b1y, (x)c and q = %1Nr(y,-)-
» Now

11 1
D(q',p'") = ;(log ENTP + log ENFP),

where Ntp is the number of true positives as before and Ngp
is the number of points not in Ny (x;) that are mapped into
N,(y;) (false positives).

» Let b— 0. Then a — 1/k and
i 1 k
D(q', p) — —(log —Nrp + coNrp).

Hence D(q', p') o @ when b is small.
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Measure for Goodness of Visualization

Summing up D(p', ¢') and D(q', p)

» For uniform distributions concentrated on Nk(x;) and N,(y;)
we have approximately that

» D(p',q') is proportional to the frequency of misses
» D(q',p') is proportional to the frequency of false positives

» |t makes sense to penalize for the both
» Define a measure for the difference of p’ and ¢’
)‘D(pi7 q’) + (1 - )‘)D(ql7 pi)a

where A € [0, 1].
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NeRV Method

Definition of NeRV Method

» Define the model
pJ': =G eXp(—d(XhXj)Z/U:?)ﬂ
qJ’: =G exp(—d()/iayj)z/aiz)-

» Initialization

» Select parameters \ € [0,1] and oy,
> Select initial values y1,..., yn.

» Minimize the cost function

E(y1,- - yn) ==Y _IAD(p',q') + (1 = N)D(q', p)]
using conjugate gradient (CG) method.
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NeRV Method

Properties of NeRV

+ Method has theoretical justification as we have seen.
+ Parameter A\ controls the trade-off between misses and false
positives.
» This is because the cost function E can be interperted as a
smoothed version of the uniform case.
+ Effective heuristic to avoid local minima in optimization
exists.
» Start with large width of Gaussian neighborhoods o? and

decrease it after each CG step.
» When the final value of o7 is reached continue with normal CG.

- Conjugate gradient step is of complexity O(N3).
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NeRV Method

Example: Projecting 3D shere into 2D

» Original 3D coordinates govern the rotation, scale and
elongation of the markers.

» On the left A = 0, false positives are avoided, sphere is
splitted open.

» On the right A = 1, misses are avoided, sphere is compressed
flat.
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NeRV Method

Example: Projecting faces into 2D

» Faces form a 3D manifold (pose up-down, pose left-right,
light left-right) in the 4094 (64x64) dimensional image space.

» This manifold is projected into 2D space using different
methods.
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NeRV Method

Example: Projecting faces into 2D (continues)




NeRV Method

Example: Projecting faces into 2D (continues)
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Figure: Estimated KL divergences using 20 nearest neighbors and the
image space as the input space.
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NeRV Method

Example: Projecting faces into 2D (continues)
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Figure: Trustworthiness-continuity using 20 nearest neighbors and the
image space as the input space.
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NeRV Method

Example: Projecting faces into 2D (continues)
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Figure: Trustworthiness-continuity using 20 nearest neighbors and the
known pose/lighting space as the input space.
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