
Dire
t inverse 
ontrol:Spe
ialized training



Problems with general training

• General training is not goal dire
ted. Instead, it tries to minimizethe di�eren
e between the estimated and �true� 
ontrol input.

• There may be large deviations between the referen
e and theoutput of the system when the 
ontroller is fun
tioning.
• However, it would 
learly be desirable that the system outputfollowed the referen
e signal as 
losely as possible.
• A 
riterion based on-line training of the dire
t inverse 
ontrolleris 
alled spe
ialized training. 2



The 
riterion
• To alleviate the problems with general training, the 
riterion tobe minimized should address the di�eren
e between the referen
eand the output signals dire
tly.
• One possible 
riterion:

J(θ, ZN ) =
1

2N

N∑

t=1

[r(t) − y(t)]2.

• To make minimization easier, handle the 
riterion re
ursively:
Jt(θ, Z

t) = Jt−1(θ, Z
t−1) + [r(t) − y(t)]2.3



Implementing the 
riterion (1)

• We now want to minimize the 
riterion:
Jt(θ, Z

t) = Jt−1(θ, Z
t−1) + [r(t) − y(t)]2.

• Assuming Jt−1 has already been minimized, we adjust the weightve
tor θ at time t a

ording to
θ(t) = θ(t − 1) − µ

de2(t)

dθ
,where e(t) = r(t) − y(t), and

de2(t)

dθ
= −

dy(t)

dθ
e(t) = −

∂y(t)

∂u(t − 1)

du(t − 1)

dθ
e(t).

• The term du(t−1)
dθ


an be 
al
ulated by applying the 
hain rule,and also several approximations are possible.4



Implementing the 
riterion (2)

• To implement the 
riterion, we need to have Ja
obians of thesystem, ∂y(t)
∂u(t−1) , available.

• These are unknown as the system is unknown too.
• To apply spe
ialized training, we therefore need a forward modelof the system to estimate the Ja
obians:

∂y(t)

∂u(t − 1)
≈

∂ŷ(t)

∂u(t − 1)

• This is simply a system identi�
ation problem.5



Ja
obian approximation
• Ina

ura
ies in the forward model, and hen
e in the Ja
obians,do not have large impa
t to the training.
• The Ja
obian is a s
alar fa
tor whi
h is used to modify the stepsize of the algorithm.
• Thus, as long as the Ja
obians have the 
orre
t sign, thealgorithm should work, as long as the step size parameter µ issu�
iently small.

6



Control signal a
tivity
• Using inverse models dire
tly as 
ontrollers often result inunne
essarily fast response to referen
e 
hanges, and hen
e avery a
tive 
ontrol signal.
• This might be undesirable as too qui
kly 
hanging 
ontrol signalmay even harm the system.
• The network 
an be trained to follow a �ltered referen
e signal toavoid too fast responses:

ym(t) =
Bm(q−1)

Am(q−1)
r(t).

• This 
an be obtained by using the error signal e(t) = ym(t)− y(t).7



Spe
ialized training: a s
heme
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On-line requirements for training

• Spe
ial training is an on-line approa
h, meaning the trainingo

urs while already 
ontrolling the a
tual system.

• The 
ontrol network therefore needs to have rather good initialperforman
e, and the network 
onvergen
e needs to be fast.

• General training 
an be used to initialize the network.
• Spe
ial training 
an �rst be done �o�-line�, simulating thepro
ess by a forward model.
• The training should be terminated when an a

eptable behaviourhas been a
hieved. 9



Spe
ialized training and adaptation

• In prin
iple spe
ialized training 
an be used to adapt the
ontroller if the system has time-varying dynami
s.

• The spe
ialized training adapts the inverse model, so the forwardmodel needs to be adapted as well.
• In pra
ti
e the on-line adaptation is di�
ult and it has limitedpra
ti
al relevan
e.
• Can only be expe
ted to work for systems with very slowvariations in the dynami
s. 10



Dire
t inverse 
ontrol: a summary

• Advantages:� Intuitively simple.� With spe
ialized training the 
ontroller 
an be optimized for aspe
i�
 referen
e traje
tory.
• Disadvantages:� Problems if the inverse is not stable or does not exist uniquely(not a one-to-one system).� La
k of tunable parameters.� Sensitive to disturban
es and noise.� A
tive 
ontrol signal. 11



Internal model 
ontrol (IMC)



Internal model 
ontrol: the prin
iple
model
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Basi
s of the internal model 
ontrol

• As with the spe
ial training 
ase of dire
t inverse 
ontrol, IMCrequires both a forward and an inverse model of the system.

• These are trained as with dire
t inverse 
ontrol.
• Unlike dire
t inverse 
ontrol, feedba
k is the error between thesystem output and the model output.
• If the forward model is perfe
t and there are no disturban
es, thefeedba
k is zero and the 
ontroller is a pure feedforward from thereferen
e. 14



Properties of IMC
• The only design parameter in IMC is the referen
e model �lter.

• IMC requires that the system as well as its inverse are stable.

• Control signal 
an be large and os
illating.
• If the requirements of the IMC are met, it 
an be designed togive o�-set free response under a 
onstant disturban
e.
• However, 
onstant disturban
e makes training of the networksdi�
ult. 15


