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Introduction

• Linearly separable problems

• XOR Problem

• Why a nonlinear function?

• 2 layers, 4 units
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Multi Layer Networks
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Network Training / Learning

• Classification vs. Regression

• Batch Learning vs Online Learning
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Learning

• Online Learning
– weights updated after every training sample

– significantly faster than offline learning

– better suited for large datasets

• Offline/Batch Learning 
– weights updated after one epoch
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Backpropagation

1. Forward Information Flow

2. Errors Propagated Backwards
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Regularization

•suitable M or

•large M, but regularization

e.g. early stopping
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Early Stopping
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Invariances

•Same output althought some variance in input.

How?

•all examples in training data

•varying copies

•preprocessing

•network itself

-regularization term, receptive fields...
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Convolutional Networks
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Mixture Desity Networks

• Gaussian assumption
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output:

3 means

3 variances

3 mix. coeff

result
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Questions?
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