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On the idea of K-Means

Starters: K-Means Going Further. . .

Setting

Data set of N observations of D-dimensional variable x

{X]_,...,XN}

with each vector D-dimensional
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On the idea of K-Means

Starters: K-Means Going Further. . .

Clustering idea (2)

Minimize the distortion measure J

N K
I=303 ruelln — puel 1)

n=1 k=1

Sum of squares of distances of all data points to their prototype.
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The Old Faithful data set
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Starters: K-Means

The Old Faithful data set (2)
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The Old Faithful data set (3)




On the idea of K-Means

Starters: K-Means Going Further. ..

How to determine rp, and pu

Iterative procedure in two steps

In practice. ..
1 if k= min||x, — px||?
[ffk = J (2)
0 else
Z I'nkXn
Pk = o< ©)
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How to determine rp, and pu

Iterative procedure in two steps

In practice. . .

1 if Kk = minl|x, — 2
. i o — | o
0 else

Z I'nkXn
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On the idea of K-Means

Starters: K-Means Going Further. . .

Generalizing to other “distances”

Generalizing to the K-medoids algorithm.

N K
=" rav(xn — pi) (4)




On the idea of K-Means
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Image Clustering

Pixels considered as 3-dimensional vectors
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Main Course: EM Algorithm  Mixtures of Gaussians

Reminders and Notations

Gaussian mixture distribution:
Recall that a Gaussian mixture can be written as a sum of Gaussians:

K
p(x) = ZMN(XWm Yy) (5)
k=1
And let us introduce
z=( 0 ,0 , ..,0,1 ,0, . ,0 )

zZ1 22 Z ZK

whose distribution, considering p(zx = 1) = 7, can be written in the form

K
p(z) = kl;[l L %
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Main Course: EM Algorithm  Mixtures of Gaussians

Reminders and Notations (2)

We also have

p(x|z) = HN x| 1k, T (8)

k=1
giving finally, by summing the joint distribution

K
= Zp(z)p(x]z) = ZﬂkN(x|Hk, ) (9)
z k=1

Only interest in these development in the introduction
variable z,
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Main Course: EM Algorithm  Mixtures of Gaussians

Reminders and Notations (3)

Lets us note, further, v(zx) = p(zx = 1|x)

’)’(zk) _ :kN(X“J,k, zk) (10)
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Main Course: EM Algorithm  Mixtures of Gaussians

Example for mixture of Gaussians
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This time, instead of codebook vectors, we use Gaussians:

Now...
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Main Course: EM Algorithm  Mixtures of Gaussians

In images...
2 2
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Main Course: EM Algorithm  Mixtures of Gaussians

EM for Gaussian Mixtures (1)

EM Algorithm (1)
o Initialize px, X and mx and evaluate log-likelihood with these

TN (Xn| i, k)
K

Z WjN(Xn“LJ', z_l)
=

o E Step: v(znk) =
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EM for Gaussian Mixtures (1)

EM Algorithm (1)
o Initialize px, X and mx and evaluate log-likelihood with these

TN (Xn |k, Zk)
K

ZWJN(xn|p‘j7 zj)

=1

o E Step: y(znk) =

«O» «F» «=)»




Main Course: EM Algorithm  Mixtures of Gaussians

EM for Gaussian Mixtures (2)

EM Algorithm (2)

N
1
o M Step: pp® = N_k Z’Y(an)xn.
n=1

N
1
Zp = o > ank) ko — ) — )T,
=1
N ; N
TR = Wk with N, = ny(z,,k)

n=1
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Main Course: EM Algorithm  Mixtures of Gaussians

EM for Gaussian Mixtures (3)

EM Algorithm (3)
e Evaluate log-likehood

N K
Inp(X|p, X, 7) = Z In ZwkN(xnmk, )

n=1 j=1

«O» «F» «=)»




Dessert: General Algorithm

Kidding...

The proposed version of the general algorithm in the book is way too
heavy to be presented on slides. . .

Meanwhile, | invite you to read section 9.4 about this general algorithm
since it gives a general framework that is given in Chapter 10

«O» «F» «=)»




Had fun ?

Hope you enjoyed. ..
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