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® Variational inference?
® Factorized distributions

® Variational mixture of Gaussians

® Variational linear regression




Derivative of a funtion tells how the value

changes when a parameter is varied

d

Maximum of a function at - () =0

Similarly, functional derivative tells how a
functional H|[f] changes when the function
is varied

We can find a function that fits the best




® The true posterior p(Z|X) considered too
complicated to maximize

® We want to fit ¢(Z) so that it
approximates p(Z|X)

® Variational methods allow us to make
trade-off between the form of ¢(Z) and its
accuracy




® As with EM, the objective is to maximize
the likelihood of evidence p(X)

® We end up with Inp(X) = £(¢) + KL(q||p)

® |mproving the lower bound L(q) is
equivalent with minimizing the KL
divergence




® A distribution approximated by a Gaussian

® |aplace (red) vs. variational (green)
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® One way to restrict the family of
distributions

o(Z) = | | 9:(Z;)

1=

® The lower bound £(gq) is maximized by
iteratively considering each Z, in turn

In q;(ZJ) — ":7;753' [lnp(X, Z)] + const




® Asymmetry of KL divergence when
approximating a mixture of two Gaussians
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® Univariate Gaussian, true priors are:
p(1) = Gam(r|ag,bo)  p(u|T) = N (plpo, (Mo7) ™)
® Approximated by: q(u,7) = qu()q-(7)
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® Variational mixture of Gaussians
p(U) = p(X|Z, pu, A)p(Z|m)p(7)p(1| A)p(A)
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® Make a wild assumption about the
factorization: q¢(Z,m,u, A) = q(Z)q(mw, pu, A)

® Additionally it turns out that &
a(m, 1, A) = q(m) || alpw, A)
1

® Solve update equations for
¢ (m), ¢ (puk, Ax) and q"(Z)
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® Variational linear regression
p(t, w,a) = p(t|w)p(w|a)p(e)

p(a) = Gam(alag, bo) 3

q(w,a) = q(w)q(a)




® Should | really know how to derive
equations for probability distributions?-)

® How can we delegate that to a computer?




