
T-61.5040 Oppivat mallit ja menetelmätT-61.5040 Learning Models and MethodsPajunen, ViitaniemiExerises 4, 9.2.2007Problem 1.Consider an unknown parameter θ whih an have only two values, θ1 and θ2. You anobserve a binary variable x ∈ {0, 1}. If θ = θ1 then the probabilities of data are
p(x = 0|θ1) = 0.8 and p(x = 1|θ1) = 0.2. If θ = θ2 then the probabilities of data are
p(x = 0|θ2) = 0.4 and p(x = 1|θ2) = 0.6.i) Given only the above information, what would you use as a prior distribution p(θ)?ii) Compute the posterior p(θ|x)iii) Assume you have independent observations x1, . . . , xn. What is the posterior p(θ|x1, . . . , xn)?Can you �nd a single statisti of the data that determines the posterior?Problem 2.Assume that an unknown parameter θ is in the interval 0 ≤ θ ≤ 1. You an observe avariable x with probability p(x|θ) = 2x

θ2 , 0 < x < θ.i) Compute the posterior p(θ|x) when p(θ) = 1ii) Compute the posterior when p(θ) = 3θ2iii) Compute the posterior mean E(θ|x) for both posteriorsProblem 3.You have ompleted a Bayesian inferene on θ, and the resulting posterior distributionis p(θ|D) = 0.9N(θ|0, 1) + 0.1N(θ|4, 0.12). You are going to use the result to predit thevalue of y, whih is known to be y = exp(θ).i) What is approximately the most probable value of θ, i.e. one that maximizes the pos-terior? What value y is predited by it?Hint: sketh the posterior density and hek whih of the two obvious hoies maximizethe posterior.ii) What is the expeted value of y?Hint: onsider the two Normal distributions separately again, and use the mean of alognormal distribution. If θ is Normal, N(θ|µ, σ2), then y = exp(θ) is lognormal. Themean of y is exp(µ + 1

2
σ2).



Problem 4.Assume θ ∈ {θ1, θ2, θ3} and you have obtained a posterior p(θ1|D) = 1/2, p(θ2|D) = 1/4,
p(θ3|D) = 1/4. The value ỹ ∈ {1, 2, 3} an be predited using θ.i) If p(ỹ = 1|θ = θ1) = 1 and if p(ỹ = 3|θ = θ2) = 1 and if p(ỹ = 3|θ = θ3) = 1, what isthe preditive distribution p(ỹ|D)?ii) Let's de�ne the probabilities p(ỹ|θ) by the following table:

θ1 θ2 θ31 0.35 0.5 0.12 0.3 0.4 0.43 0.35 0.1 0.5What is the preditive distribution p(ỹ|D)? Compare the ỹ that maximizes the preditivedistribution to the values maximizing p(ỹ|θ) for eah θ.


